Queen Mary, University of London

B. Sc. Examination by course unit 2006

MAS309 Coding Theory — model solutions

Tuesday 23rd May
2.30 p.m.

Duration: 2 hours.

You may attempt as many questions as you wish and all questions carry equal marks. Except for the award
of a bare pass, only the best four questions will be counted.
Electronic calculators are not permitted.
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Question 1. Suppos€’ is a code of length over theg-ary alphabetA.

(a) [Bookwork] What does it mean to say thats t-error-detecting? What does it mean to say that
C is t-error-correcting? Prove that {f is 2¢-error-detecting, the@ is t-error-correcting. (You
may assume the triangle inequality.) [4]
Solution: C is t-error-detecting if there do not exist words z € C with d(w,z) < t. Cis
t-error-correcting if there do not exist wordss A™ andw, z € C such thatw # x and

d(v,z) <t, d(w,z) < t.

Suppos¢ fails to bet-error-correcting. Then there avew, x as above. By the triangle inequal-
ity, we have

d(w,z) < d(v,z) +d(w,z) <t+t=2t,
and saC is not2¢-error-detecting. Hence ( is 2¢-error-detecting, then it is-error-correcting.

(b) [Bookwork] If 2 is a codeword irC, define the spher&(z,t), and prove that the number of
words inS(zx,t) is

(@)

S(z,t) ={w e A" | d(w,z) < t}.
We claim that the number of words such thatd(w, z) = i is (¢ — 1)*("}). The result will then
follow by summing ovet =0, 1, ...t
If w is a word such thatl(w,z) = i, then there are exactlypositions whereav andx differ.
There aren positions altogether, so thigositions may be chosen (I’j) different ways. For each
of these positions, we must then choose the symbol whichaappew. We may choose any
of the ¢ symbols inA except the symbol appearing inin this position, which gives ug — 1
choices. We make this choice independently for each paositiving usq® choices altogether
for thesei symbols. Hence we have — 1)'(’}) ways to choosev altogether.

(c) [Bookwork] Deduce that if is ¢t-error-correcting, then

Solution;

[4RS 1 . [6]
(©) +a=D(D) +@=12E) +---+ a1 ()
Solution: If C is t-error-correcting, then the spher€éz, t) for z € C must be disjoint. For if
w,z € Candv € S(x,t) N S(w,t) then we havel(v,w) < t andd(v, z) < t which contradicts
the fact that is t-error-correcting. The size of the union of disjoint setfhis sum of their sizes,

and so we get

= > 18(z, )]

zeC

() -va-())

:\ce\c<<”> +(q—1)<7f> +...+(q—1)t<?>>-
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But U, S(z,t) is a subset ofA™, which contains exactly” words. And so

W\é((8)+(4—U<?>+-~+wq—1y<?>>gqm

which gives the result.

(d) [Bookwork] If C is a binary lineafn, k]-code, how many words are there@fR? Briefly justify
your answetr. [3]
Solution: There ar&* words inC. If {ei, ..., e;} is a basis fo, then each word € C may be
written uniquely in the form\ie; + - - - + Agep for Aq, ..., A € Fo = {0, 1}. So the number of
words inC is the number of choices of the coefficients . . . , \;. We have two different choices
for each)\;, and henc&” choices altogether.

(e) [Unseen] Suppose that +n+1 > 2! for some integet, and that is a binary lineafn, k]-code
which is2-error-correcting. Prove that< n — [ + 1. [5]
Solution: By the above inequality, we have

| =
C| <
(0) + () + ()
27L
- (n—1)
Hence (applying the previous part) we have
2" 2"
2k2 < < — 2n—l+17
Im2+n+2) 32
and so
k<n—1+1
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Question 2. In this question we work with the binary alphabét= {0, 1}.

(a) [Bookwork] What is meant by binary (n, M, d)-code? Define the constantd,(n, d). [2]
Solution: A binary (n, M, d)-code is a code over the alphalét 1} in which each codeword
has lengthm, there are exactly/ codewords and(v,w) > d for all distinct wordsv, w € C.
As(n, d) is the largestV for which a binary(n, M, d)-code exists.

[Marks: 1 for each part.]
Note: Some books require that @n, M, d)-code have minimum distance exacilyCandidates
who use this definition will get the marks.

(b) [Similar to coursework] Suppose m andd are positive integers. Prove that

Ay (nm7 dm) > Ao (n7 d) [6]
Solution: First we show that given a binafty,, M, d)-code, we can construct a bingrym, M, dm)-
code. Given aword € C, letv(™ denote the word of lengthm obtained by writing the word

v m times. Define
cm = {u™ |y eC}.

By construction, each word ifi has lengthnm. If v, w are distinct words ir€, thenv(™) and
w(™) are distinct, so the number of words@¥™ equals the number of words & i.e. M. It
remains to show that the minimum distanceC8f is at leasidm, i.e. thatd(z,y) > nm for
all z,y € C™ with z # y. We haver = v(™), y = w(™ for somev,w € C; sinceC has
minimum distance at least v andw differ in at leastd positions. This means that™ and
w(™ differ in at leastd of the firstn positions, at least of the nextn. positions, and so on, so
thatd(v(™, w(™) > dm.

If we choose attn, M, d)-codeC with M = As(n,d), then we get ainm, M, nd)-code. There-
fore the largest possiblgim, N, nd)-code hasV > M, i.e. Ay(nm,dm) > As(n,d).

[Marks: 1 for knowing what construction they need to makegpr2mhaking it, 1 for each part of
the proof, 1 for finishing off.]

(c) [Bookwork/Unseen] Supposés even. Explain how to construct a bindry, M, d)-code from a
binary (n — 1, M, d — 1)-code (you do not have to prove that your construction worlksistrate
by constructing 410, 6, 6)-code from the code

{000000111,000111000, 111000000,011011011,101101101,110110110}. [4]

Solution: Suppose is a binary(n — 1, M, d — 1)-code. For each € C, define the word’ of
lengthn by adding a symbab or 1 to the end ofv in such a way as to make the numberlef
even. Then the codg | v € C} is an(n, M, d)-code.

The example:

{0000001111,0001110001, 1110000001,0110110110, 1011011010, 1101101100}.

[Marks: 2 for the construction, 2 for the example.]
(d) [Bookwork] State the Plotkin bound. (You should statéhbzasesd even andi odd.) [4]
Solution:
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e If dis even anch < 2d, then

d
< .
Ag(n,d) \2 {2d—nJ

e If disodd andr < 2d + 1, then

A2(n,d)<2{ d+ 1 J

2d+1—mn

(e) [Unseen] Write down a binarp, 4, 3)-code, and prove that for all positive integens

6 (if misevern

Ax(5m, 3m) = {4 (if misodd [©]

Solution:
{00000,01101, 10110, 11011}.

If m is even, therdm is even andm < 2 x 3m, and so by Plotkin we have

3m
A <2|—m | =
2(5m, 3m) \‘6771 — 5mJ 6

Since &10, 6, 6)-code exists, we havé, (10, 6) > 6. Hence by part (2b) we hav, (10m, 6m) >
6 for all m. SoA2(5m,3m) = 6 whenm is even.

If m is odd, therBm is odd andbm < 2 x 3m + 1, and so by Plotkin we have

3m
< — | < 4.
A2(5m,3m)\2{6m+1_5mJ <4

Since a5, 4, 3)-code exists, we havé,(5,3) > 4. By part (2b) we getds(5m, 3m) > 4 for all
m, and we deduce thats(5m,3m) = 4 whenm is odd.

[Marks: 1 for the example code, 4 for the upper bounds, 4 feldiwver bounds.]

Note: They've seen thig5,4, 3)-code many times in lectures, so this part should present no
trouble at all.
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Question 3. (a) [Bookwork] Suppos€ is a code of lengtm over the alphabetl. Explain what is meant by a
decoding process for C. Explain what is meant by mearest-neighbour decoding process for C.  [3]

Solution: A decoding process is a function frodf to C. A nearest-neighbour decoding process
is a functionf from A™ to C such that

d(w, f(w)) < d(w,v)

forallw € A™ andv € C.
(b) [Unseen] LeC be the binary code
{000,011, 110}.

Construct a nearest-neighbour decoding process.for [3]
Solution:

000 ~ 000
001 ~ 000
010 ~ 000
011 — 011
100 +~ 000
101 — 011
110 — 110
111 — 0O11.

(c) [Bookwork/Unseen] Now supposkis a linear(n, k|-code ovell,. Explain what is meant by a
coset of C. Explain what is meant by theeight of a word. Explain what is meant bycmset
leader. Explain how to construct a Slepian array fhrand how to use a Slepian array to construct
a nearest-neighbour decoding process. lllustrate by warsig a Slepian array for the binary
linear code

C = {0000,0011,0110,0101}. [0l
Solution: A coset ofC is a set of the form

w+C={w+v|vel}

for w € Fy. The weight of a word is the number of non-zero symbols. A tlesaler is a word
which has the smallest weight of any word in the same cosetlepi&h array is ™ * x ¢~
array of words such that:
¢ the words in the first row are the distinct codewordg’jn
¢ the words in the first column are coset leaders, with one chiveen each coset;
¢ the word in theith row andjth column equals the coset leader at the left ofitheow plus
the codeword at the top of thigh column.

Given a Slepian array, we construct a decoding pro¢essfollows: given a wordv € Fy, find
w in the array (it will appear exactly once). Defirféw) to be the codeword at the top of the
column containingw.
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0000 0011 0110 0101
0001 0010 0111 0100
1000 1011 1110 1101
1001 1010 1111 1100

[Marks: 1 for a coset. 1 for weight. 1 for a coset leader. 2 fSiepian array, 2 for the decoding
process, 2 for the example.]
(d) [Bookwork] What is ayenerator matrix for a linear[n, k]-codeC? What is garity-check matrix? [3]

Solution: A generator matrix fo€ is ak x n matrix G whose rows form a basis fér. A parity-
check matrix is arfn — k) x n matrix H whose rows whose rows are linearly independent and
such thatd GT = 0 for a generator matrig.

[Marks: 1 for generator, 2 for parity-check.]
Note: They can define a parity-check matrix in terms of the dual cbdethey must define this.

(e) [Bookwork] If C is a linear code and/ is a parity-check matrix fof, what is thesyndrome of a
word w? [1]

Solution: The syndrome ofv is the wordwH .
() [Unseen] LetC be the ternary code with generator matrix

1 01 2
0110/

Construct a parity-check matrix and a syndrome look-upetédniC. Use your syndrome look-up
table to decode the wordl 11. [6]

Solution: A parity-check matrix is
2 210
100 1)

A syndrome look-up table is

leader| syndrome
0000 00
0001 01
0002 02
0010 10
0020 20
1000 21
2000 12
0011 11
0022 22
The syndrome of111 is 22. The corresponding leader @22, so we decodé111 as1111 —

0022 = 1122.
[Marks: 2 for the parity-check matrix, 3 for the table, 1 fbetdecoding.]
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Question 4. (a) [Bookwork/Similar to coursework] Define the Hammingtdizced(v, w). Do there exist three
wordsv, w, z of length8 over the alphabef0, 1} such that

d(v,w) =d(v,z) = d(w,z) = 57

Justify your answer. [4]

Solution: No. LetV be the number of such that; # w; = x;. Let W be the number of such
thatw; # v; = x;. Let X be the number of such that;, = w; # x;. SinceA contains only two
symbols, we can’t have; # w; # x; # v;. SO we have

Sb=d(v,w) =V +W,
Sb=d(v,x) =V +X,
Sb=dw,x) =W+ X.
Summing, we obtain
15 =2(V+ W+ X),
which is absurd.
[Marks: 1 for definition, 3 for proof.]
(b) [Bookwaork] Explain what it means for two codes of lengtlver an alphabet to be equivalent. [3]

Solution: Define two operations on codes.
Operation 1: choose a permutatierof {1,...,n}. For awordv € C, define
Vg = Ua(l) . Ua(n)'

Now replaceC with the code
Co ={vs | v EC}

Operation 2: choosee {1,...,n} and a permutatiorf of A. For a wordv € C, define
Ui = v 01 (f(03))Vig1 - vn.

Now replaceC with the code
Cfﬂ' = {’Uﬁi | NS C}

Say that two codes are equivalent if we can get from one to tier dy repeatedly applying
Operations 1 and 2.

(c) [Bookwork] Prove that it is equivalent taD, then|C| = |D|. [6]
Solution: For Operation 1: suppose we have a permutadi@f {1,...,n}. We claim that the
map

¢:v— U,

is a bijection fromC to C,, which will imply that |C| = |C,|. Certainly¢ is surjective, since
by definitionC,, is the image ofs. For injectivity, suppose that andw are distinct words irt.
Thenv; # w; for somej. o is a permutation, s¢g = o (i) for somei € {1,...,n}. Hence
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Vs(i) # We(i), SOUs andw, differ in positioni, so are distinct. S@ is injective, and hence a

bijection.

For Operation 2: suppose we have a permutafiaf A and we have € {1,...,n}. We claim

that the map
Qv vy

is a bijection fromC to Cy;, which will imply that|C| = |C;;|. Certainly¢ is surjective, since

by definitionCy ; is the image ofp. For injectivity, suppose thatandw are distinct words ir.
Thenv; # w; for somej. If j # i, then this means théb;;); # (wy;);. If j = 4, then since
f is injective we havef (v;) # f(w;). So(vy;)i # (wy,);. In either caseys; # wy,;, SO is

injective.

So Operations 1 and 2 both preserve the number of words in@ eodl so if two codes are

equivalent, they have the same number of words.

Let A = {0, 1,2}, and letC = {0120, 1201, 1010}

(d) [Similar to coursework] Find a code equivalentGaontaining the word 111 (and prove that

it's equivalent taC).
Solution: Apply Operation 2, with = 2 and

01 2
fz(o 21>

{0220, 1101, 1010}.
Now apply Operation 2 with = 3 and

01 2
f= ( 10 2 >

{0220, 1111, 1000}.

to get to the code

to get the code

(e) [Similar to coursework] I€ equivalent to the cod® = {0000,0111,2201}? Briefly justify

()

your answer.

Solution: No. C contains two word8120 and1201 with d(0120, 1201) = 4. D does not contain

two words at distancd. The equivalence operations preserve the distance betavsepair of

words, saC can't be equivalent t®.

[Bookwork] Explain what it means for two linear codes efhbthn overF, to be equivalent.

Solution: We define two operations on codes.
Operation 1: as above.

Operation 2 Choose: € {1,...,n} anda € F, \ {0}. For awordv € C, define

Vaq,i = V1 --- Ui_l(avi)viﬂ .. Up.

Now replaceC with the code
C(m' = {'Ua,i | v E C}
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We say that two linear codes are equivalent if we can get fromto the other by repeatedly
applying Operations 1 and.2

Let C be the linear cod¢0000, 1210, 2120} overFs.

(9) [Unseen] Find a linear code equivalentt@ontaining the word111 (and prove that it's equiv-
alent toC). [4]

Solution: Apply Operation 2 with i = 2 anda = 2, to get the code

{0000, 1110, 2220}.

(123 4
77\4 2 3 1

{0000, 0111, 0222}.

Now apply Operation 1, with
3
3

to get the code
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Question 5. (a) [Bookwork] Suppos€ is an(n, M, d)-code over the-ary alphabet and that > 1. Show how
to construct arin—1, M, d—1)-code overA, and prove thatitreally is an—1, M, d—1)-code. [8]
Solution: Forv € C, define the wordr by deleting the last symbol in. ThenC = {v | v € C}
isan(n — 1, M,d — 1)-code. Clearly eacl has lengthn — 1. If v,w € C with v # w, then
d(v,w) > d. Hence there are at leagpositions where andw differ. At most one of these can
be the last position, so there are at leastl positions wher@ andw differ. Sod(v,w) > d—1,
so the minimum distance dfis at leastd — 1. Also, if v,w € C with v # w, then (sincel > 1)
we haved(v,w) > 0, so thatv # w. So the number of words i@ is the number of words if,
i.e. M.

[Marks: 3 for construction, 5 for proof.]

(b) [Bookwork] Deduce that il > 1, thenA,(n,d) < Ay(n —1,d —1). [1]
Solution: Let C be an(n, M, d)-code withM = A,(n,d). Then we can construct gm —
1, M,d — 1)-code, which means that the largest possible- 1, N,d — 1) code hasV > M, i.e.
Ayn—1,d—-1) > Ay(n,d).

(c) [Bookwork] Prove thatd,(n,d) < ¢" 4! ford > 1. [3]

Solution: We use induction od. Ford = 1, we want4,(n, 1) < ¢". But a code of length is a
subset ofA™, which contains only™ words, so any code of lengihcontains at mosi™ words.

Suppose now that = § > 1 and that the result is true far= 6 — 1 (and alln). By the previous
part, we have

Ag(n,d) < Ag(n—1,d—-1)
and by induction, this is at mogt?—1—(d-1)+1 — gn—d+1,

(d) [Bookwork] What is meant by theedundancy of a linear [n, k]-code? What is meant by a
maxi mum distance separable (MDS) code of lengthn and redundancy? [2]
Solution: The redundancy of a linedn, k|-code is the integer = n — k. An MDS code of
lengthn and redundancy is a linear[n,n — r,r 4+ 1]-code.

(e) [Bookwork/Unseen] Write down a parity-check matrix &olinear|6, 3, 4]-code ovelFs. [5]
Solution: We begin by writings columns of the form

one for each: € F5. Then we write a column

[an}

We get

— =
=~ N
=W =
—os

= o O
N~
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(f) [Unseen] Using matrix operations, put your parity-ckhecatrix in standard form.

Solution: Swap columns 1 and 4:

!

= W

Multiply column 5 by4:

= W

Add row 2 to row 1:

= W

Add row 2 to row 3:

w

2

Note: I've defined standard form for a parity-check matrix to behaitie identity matrix at the

N =N

[\

1

[en}

0

N —

S =

= o O
N~ —

= o O

= o O

0
0
1

right, but if they put the identity matrix at the left, tha®K.
(9) [Bookwork/Unseen] Hence write down a generator mawixd linear|6, 3, 4]-code ovells.

Solution:

1
0
0

o = O

= o O

N W o

W = N

- W

[4]

(2]

(For parts (e—g) you do not have to explain your method, buigdso may help you to gain marks if

you make arithmetical errors.)
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Question 6. For this question, you may assume any basic linear algelsanged, including the Rank—Nullity
Theorem.

(a) [Bookwork] Suppos€ is a linear[n, k]-code ovetF,. Define the dot produai.w, and the dual
codeCt. [2]
Solution: If v = vy ...v, andw = wy ... w,, then

VW = V1W1 + Vowsy + + -+ + VW,

The dual code is
Ct={weF; |vw=0forallvecC}.

(b) [Bookwork] If G is a generator matrix fof, prove thatw € C* if and only if Gw™ = 0. (You
may assume that the dot product is symmetric and bilinear.) 5 [

Solution: Letey,...,e; denote the rows off. Theney,..., e, form a basis forC. Theith
symbol ofwGT is w.e;, and so we have/GT = 0 if and only if w.e; = 0 for all i. If w € C*,
thenw.v = 0 for all v € C, and in particulanw.e; = 0 for eachi, sowGT = 0. Conversely,
supposew.e; = 0 for all i. A codewordv can be written as\1e; + --- + Age; for some
A, ..., A\, € Fy, and we have

w.o =w.(Areq + -+ Ager) = A (w.er) + - + Ap(w.e) =0,

sow € Ct.

(c) [Bookwork] Prove that* is a linear code of length overF,. What is the dimension af-?
Justify your answer. [5]
Solution: Fact (The Rank—Nullity Theorem): If G'is ak x n matrix overF,, then the kernel
of GG is a vector subspace Eg, of dimensionr minus the rank of7.

The previos part of the question shows thatis the kernel of, which is a subspace af;, i.e.
a linear code. Since the rows Gfare linearly independent, the rank@fis the number of rows,
i.e.k, and so the dimension 6f- isn — k.

Now suppos€ is a linear[4, 2]-code oveiF, such thaCt = C.

(d) [Bookwork] How many words do&s contain? (You do not need to justify your answer.) [1]
Solution: 4.

(e) [Similar to coursework] Prove thétcontains at least two words of weight [3]
Solution: The If v = v;v9v3v4 is a word inC, then (sincev € C1) we have

0=wv.v =102 +0v5+v3+02,

and this equal$; + vy + v3 + vy, since0? = 0 and1! = 1. Hence every word i€ has even
weight, i.e. weigh0, 2 or 4. There is only one word of lengthand weight0, and only one of
length4 and weight4, so there must be at least two word<iof weight2.
() [Similar to coursework] Write down all binary words ofrigth4 and weight. [2]
Solution:
0011, 0101, 0110, 1001, 1010, 1100.
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(g) [Similar to coursework] Deduce thétis one of the codes
{0000,0011,1100,1111},

{0000, 0101, 1010, 1111},

{0000,0110,1001,1111}. (3]
Solution: Let v, w be two different words irC of weight2. Then (sincew € C') we have
v.w = 0. By checking the dot product of each pair of the six words abeve find that{v, w}
equals{0011, 1100}, {0101, 1010} or {0110, 1001}. HenceC is one of the codes listed.

(h) [Unseen] Write down a generator matrix for a lingéar2]-codeD overFs such thatD+ = D.  [4]

Solution:
1 011
011 2/

Note: Parts (e)—(h) are identical to a coursework question.
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Question 7. (a) [Bookwork] Write down parity-check matrices in stardiform for the Hamming codddam (3, 2)
andHam(2, 3). Hence write down generator matrices fdsm(3,2) andHam(2, 3). (You do
not have to explain your method, but doing so may help you itomarks if you make arithmetic
errors.) [7]
Solution: For Ham(3,2): construct a3 x 23 — 1 matrix whose columns are all the different
non-zero vectors iffs:

1
1
1

O = =

10100
01010
11001

ForHam(2,3): for v,w € F3, definev = w if v = A\w for a non-zero\ € F3. Now construct a
2 . . .
2 x 2=1 matrix whose columns consist of one vector from each ecerial class:

1110

210 1)
If (B|I) is a standard-form parity-check matrix, theli — BT) is a generator matrix. So we get
generator matrices

1000111
0100110
001 01 01
0001011
and
1 0 2 1
01 2 2
respectively.

[Marks: 4 for the parity-check matrices, 3 for the generataitrices.]

(b) [Bookwork] How many words are therelnm(3,2)? Whatis the minimum distance Hhun (3, 2)?
How many words are there iHam(2,3)? What is the minimum distance &fam(2,3)? (You
do not need to justify your answers.) [4]
Solution: Ham(3,2) contains16 words, and has minimum distan8e Ham(2, 3) contains9
words, and has minimum distange
[Marks: 1 for each question.]

Given binary words, w of lengthm, define the produat * w by

vxw = (viwy)(Vaws) . . . (U Wiy).

(c) [Bookwork] Using the produck described above, describe how the binary Reed—Muller code
R(r,n) is constructed. Write down generator matrices?®di, 3) andR (2, 3). [8]
Solution: Let z;(n) be the word of lengtl2™ consisting of alternate chunks 0§ andls, the
chunks being of length?, and the first chunk being a chunk @$. Let1(n) denote the word of
length2™ consisting entirely ols. Now letS(r, n) denote the set of all products of at mosif
the wordszy(n), z1(n),. .., z,—1(n), including the ‘empty productl (n). ThenR(r,n) is the
binary linear code spanned by all the wordsSifr, n).

(© Queen Mary, University of London 2006 Page 15 of 16



For exampleR (1, 3) has generator matrix

11111111
01010101
00110011
00001111
andR(2,3) has generator matrix
11111111
01010101
001 10O01T1
00001111
000100O0O0T1
0 00O0O0T1TUO0OT1
000O0O0OOT11

[Marks: 4 for construction, 4 for the matrices.]

(d) [Bookwork] What is the dimension @2(r,n)? What is its minimum distance? (You do not need
to justify your answers.) [2]
Solution: R(r,n) has dimension{y) + (}) +--- + (), and minimum distance™ .

(e) [Unseen] Let be the code obtained froR (1, 3) by deleting the last symbol from each code-
word. Prove thaf is a linear code, and write down a generator matrix‘for [4]
Solution: Givenv € R(1,3), let v denotev with the last symbol removedR (1, 3) contains

the word00000000, soC contains the word000000. If z,y € C, thenxz = v, y = w for some
v,w € R(1,3). R(1,3) contains the word + w, and saC contains the word + w. And in fact

vtw=@w+w)i...v+w)r=(v1+wi)...(vi+wr) =T+ W.

SoC is colsed under additiorC is closed under scalar multiplication, singe = 0000000 € C
foranyz € C andlx = z.
To find a generator matrix, we delete the last column from #reegator matrix fofR (1, 3):

o O O
O O =
S = O =
S ===
= o o
—_ o =
— = O R

[Marks: 3 for the proof, 1 for the matrix.]
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