
Problem 5

a) As we deal with densities of measures we do not have to worry about sets of Lebesgue measure
zero, i.e., about boundary points of the partition.
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The square matrix T has an eigenvalue one since the matrix has a left-eigenvector with eigenvalue
one (mainly a reformulation of Perron’s theorem)
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b)

Markov partition:

I0 = [0, 1/4], I1 = [1/4, 1/2], I2 = [1/2, 3/4] I4 = [3/4, 1]

Transition matrix:

A =
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0 1 1 1
0 0 1 1
1 1 0 0
1 1 0 0







Transfer matrix:

T =
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0 0 1/2 1/2
1/3 0 1/2 1/2
1/3 1/2 0 0
1/3 1/2 0 0
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Invariant density ρ(x) =
∑

ℓ ρℓχℓ(x)

ρ0 = ρ2/2 + ρ3/2
ρ1 = ρ0/3 + ρ2/2 + ρ3/2 ⇒ ρ1 = ρ0/3 + ρ0 = 4ρ0/3
ρ2 = ρ0/3 + ρ1/2 ⇒ ρ2 = ρ0/3 + 2ρ0/3 = ρ0

ρ3 = ρ0/3 + ρ1/2 ⇒ ρ3 = ρ0/3 + 2ρ0/3 = ρ0

Normalisation: 1 = (ρ0 + ρ1 + ρ2 + ρ3)/4, ⇒ ρ0 = 12/13.

Lyapunov exponent
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