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4.6 Autoregressive Moving Average Model ARMA(1,1)

This section is an introduction to a wide class of models ARM#4) which we
will consider in more detail later in this course. The speceése, ARMA(1,1), is
defined by linear difference equations with constant caefiis as follows.

Definition 4.8. A TS{X,} is an ARMA(1,1) process if it is stationary and it
satisfies
Xt - (bthl == Zt —|— HZt,1 fOI‘ evel’yt, (431)

where{Z;} ~ WN(0,0?) and¢ + 6 # 0.

Such a model may be viewed as a generalization of the twoqarshyi introduced
models: AR(1) and MA(1). Compare

AR(1): Xy =o¢X; 1+ 7,
MA(l) Xt == Zt + Qthl
ARMA(L,1): X, — ¢X, 1 = Z, + 07,

Hence, wherp = 0 then ARMA(1,1)= MA(1) and we denote such a process as
ARMA(0,1). Similarly, whend = 0 then ARMA(1,1)= AR(1) and we denote
such process as ARMA(1,0).

Here, as in the MA and AR models, we can use the backshift tgrdrawrite the
ARMA model more concisely as

¢(B)X; = 0(B)Zt, (4.32)
where¢(B) andd(B) are the linear filters:

$(B)=1—¢B, 6(B)=1+0B.

4.6.1 Causality and invertibility of ARMA(1,1)

For what values of the parametersand® does the stationary ARMA(1,1) exist
and is useful? To answer this question we will look at the twapprties of TS,
causality and invertibility.

The solution to 4.31, or to 4.32, can be written as
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However, for|¢| < 1 we have (see Remark 4.13)
1

¢<B)9(B) =(1+¢B+¢’B*+¢*B*+...)(1 +6B)

=14+ ¢B+¢*B*+¢*B>+ ...+ 0B + ¢0B* + ¢*0B> + ¢*0B* + . ..
=1+ (¢+0)B+ (¢* + ¢0)B* + (¢* + $*0) B + . ..
=14+ (0+0)B+ (¢ +0)¢B* + (¢ +0)$*°B> + ...

= B,
=0

whereyy, = 1 andy; = (¢ + 0)¢'~! for j = 1,2,.... Thus, we can write the
solution to 4.32 in the form of an MA¢) model, i.e.,

X, =Z+(0+0)> ¢ 2 (4.33)
j=1

This is a stationary unique process.

Now, suppose thdt| > 1. Then, by similar arguments as in the AR(1) model, it
can be shown that

Xi=—00"Z,—(6+0)> o7 Z,.
j=1

Here too, we obtained a noncausal process which dependsura fwise values,
hence of no practical value.

If |¢| = 1 then there is no stationary solution to 4.32.

While causality means that the procdss; } is expressible in terms of past values
of {Z,}, the dual property of invertibility means that the proc€&s} is express-
ible in the past values dfX,}. Is ARMA(1,1) invertible?

ARMA(1,1) model is
¢(B)X, =0(B)Z,
and so writing the solution fa¥; we have

1 1
Ze= g BN = 1

(1— ¢B)X,. (4.34)
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1

Now, if |¢| < 1 then the power series expansion of the functfon) = ;- is

(e 9]

Fl) = ——— = S (—0pa,

1+ 60x =

what in terms of the backshift operator B can be written as

1 i o
— _ AV RJ
rram = 0

Applied to 4.34 it gives

Zy = Z(—Q)ij(l - ¢B)Xt
§=0
=X, = (6+0) D> _(—0) ' X ;.
j=1
The conclusion is that ARMA(1,1) is invertible #] < 1. Otherwise it is nonin-
vertible.
The two properties, causality and invertibility, detereithe admissible region for
the values of parametegsandd, which is the square

—-1l<o<1
—1<0<1.

4.6.2 ACVF and ACF of ARMA(1,1)
The fact that we can express ARMA(1,1) as a linear procedsediorm

Xe =Y 0%,
=0

whereZ, is a white noise, is very helpful in deriving the ACVF and ACFtloe
process. By Corollary 4.1 we have

V) =02 Wity
j=0

For ARMA(1,1) the coefficients); are

o =1
;= (p+0)¢7" forj=1,2,...
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and we can easily derive expressions+4¢b) and~(1).

0) = o? Z wjz
7=0
=0’ [1+ (040> ¢2Ul>]

¢+9W]
7=0

1—¢2

and

1) = o Z Vi
j=0

= 0" [L(o+0) + (9 +0) (¢ +0)p + (0 + 0)p(¢ + 0)8” + (¢ + )07 (6 + 0)¢° +
)

=2 [(0+0)+ (0 +0)°(1+¢* + " +
2lo+0)+(0+0)%6) oY
7=0

]

o [(¢ cg)+ 0100 ‘9)%]

1 — ¢?
Similar derivations for > 2 give

Y1) =" (D). (4.35)
Hence, we can calculate the autocorrelation funcgi@r). Forr = 1 we obtain

_ (1) _ (o+0)(1+¢0)
v(0) 14200 + 62

(4.36)

and forr > 2 we have
p(t) = ¢" 'p(1). (4.37)

From these formulae we can see that whea —60 the ACFp(7) = 0 for 7 =
1,2,... and the process is just a white noise. Graph 4.14 shows thessibia
region for the parametersandd and indicates the regions when we have special
cases of ARMA(1,1), which are white noise, AR(1) and MA(1).

]
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Figure 4.14: Admissible parameter region for ARMA(1,1)
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Figure 4.15: ARMA(1,1) for various values of the parameteend?.
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Figure 4.16: ACF of the ARMA(1,1) processes with the par@anealues as in
Figure 4.15, respectively.



