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1.10.5 Covariance and Correlation

Covariance and correlation are two measures of the strerfigtihelationship be-
tween two r.vs.

We will use the following notation.
E(X1) = px,

E(X2) = px,

var(Xi) = 0%,

var(X,) = 0%,

Also, we assume that; ando%, are finite positive values. A simplified notation
w1, o, o2, o3 will be used when it is clear which rvs we refer to.

Definition 1.19. The covariance ok, and X5 is defined by

cov(Xy, Xp) = E[(X1 — px, ) (X2 — px,)]- (1.16)

4

Some useful properties of the covariance and correlategigen in the following
two theorems.

Theorem 1.15.Let X; and X, denote random variables and letb, ¢, . . . denote
some constants. Then, the following properties hold.

1. COV(Xl,XQ) = E(Xle) — Ux, X5
2. If random variablesX; and X, are independent then

cov(Xy, Xs) =0.

3. var(aX; + bX,) = a® var(X;) + b? var(X3) + 2abcov(Xy, X»).
4. ForU = aX; + bXs + e andforV = cX; + dX, + f we can write

cov(U, V) = acvar(X;) + bd var(Xs) + (ad + bc) cov(Xy, Xs).
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Proof. We will show property 4.

cov(U, V) = E [((aX; + bXs + €) — E(aX; + bX5 +¢))
X ((eX1+dXo+ f) = E(cX1 +dXo + f))]
= E[(a(X; — EXy) 4+ b(Xo — EXy)) (c(X) — EX)) +d(X; — EX))]
= E [ac(X; — EX1)? + bd(Xy — EXp)? + (ad + be)(X, — EX1)(Xz — EX)]
= acvar X + bd var X, + (ad + bc) cov( X1, Xa).

OJ

Property 2 says that if two variables are independent, them tovariance is
zero. This does not always work both ways, that is it does redmthat if the
covariance is zero then the variables must be independém.following small
example shows this fact.

Examplel.27. Let X ~ U(—1,1) and letY’ = X2 Then

2 ! 2 1 1
E(Y)=E(X") = ri—dr = =
2 3
E(XY) =E(X?) =0.
Hence,
cov(X,Y) = E(XY) - E(X)E(Y) =0,
butY is a function ofX, so these two variables are not independent.
0

Another measure of strength of relationship of two rvs igeation. It is defined
as

Definition 1.20. The correlation ofX; and X, is defined by

cov(Xy, X
Do) = ﬁ (1.17)

OJ

Correlation is a dimensionless measure and it expressestrmggth of linearly
related variables as shown in the following theorem.
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Theorem 1.16.For any random variables(; and X,

1. -1< P(X1,X5) <1,
2. |pixy,x0)| = 1 iff there exist numbers # 0 andb such that
P(XQZG,Xl—'—b) =1.

If p(x,,x2) = 1thena > 0, and if px, x,) = —1 thena < 0. -

Exercisel.17. Prove Theorem 1.16. Hint: Consider roots (and so the discrim
nant) of the quadratic function of

g(t) = E[(X — px)t + (Y — py)].

Examplel.28 Let the joint pdf of X, Y be
fxy(z,y) =1 onthesupporf{(z,y):0<z<l,z<y<z+1}.

The two rvs are not independent as the range depends on. We will calculate
the correlation betweeX andY'. For this we need to obtain the marginal pdfs,
fx(z) and fy (y). The marginal pdf forX is

z+1
fx(z) = / ldy = y|**' =1, onsupport{z:0 <z < 1}.

Note that to obtain the marginal pdf for theYvthe range ofX has to be consid-
ered separately fay € (0,1) and fory € [1,2). Wheny € (0,1) thenz € (0, ).
Wheny € [1,2), thenz € (y — 1,1). Hence,

JJ lde =zl =y, for y € (0,1);
frly) = q Sy ldo =al,y =2—y, forye[l,2);
0, otherwise.
These give
1 , (b—a) 1
HX =9 X7 T
7 1
py =1 o} =E(Y*) - [E0) =2 -1=7,
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where . ,
2 2 2 7
E(Y):/ yydy+/ Y (2—y)dy=6'
0 1
Also,
1 z+1 7
E(XY) :/ / xyldydr = —.
0 Jau 12
Hence,
(X,Y) = B(XY) - B(X)E(Y) = ~ — £ 51 =
oA B = T 2 T
Finally,
_cov(X,Y) + 1
PX)Y) = Jp— = T = \/§

1
12 6
The linear relationship betweet andY” is not very strong.
Note: We can make an interesting comparison of this valuleetorrelation with
the correlation ofX andY” having a joint uniform distribution of(z,y) : 0 <
r < 1,z <y < x4+ 0.1}, which is a 'narrower strip’ of values then previously.

Then, fxy(z,y) = 10 and it can be shown, that X, Y) = 10/+/101, which is
close to 1. The linear relationship betwe¥randY is very strong in this case.

OJ

1.10.6 Bivariate Normal Distribution

Here we use matrix notation. A bivariate rv is treated as d@amvector

X:(é).

The expectation of a bivariate random vector is written as

X4 H1
=EX =E =
g <%) (M)

and its variance-covariance matrix is

V= ( var(X;)  cov(Xi, Xo) ) _ ( o2 poioy )

cov(Xy, X71)  var(Xy) po10y O3
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Figure 1.2: Bivariate Normal pdf

Then the joint pdf of a normal bi-variate X is given by

1 1 Ty —1
fX(m):Qw\/T(V)eXp —5(33—#) Viiiz—pn)g,

wherex = (1, 25)".

The determinant oV is

45

(1.18)

2
_ 0y PO102 \ _ 1 2y 2 2
det V' = det ponos o2 =(1—p°)ojo;.
Hence, the inverse ot is
vVl — L o3 —porop \ _ 1 o2 —poytoy!
det V' \ —poi02 o} 1—p2 \ —po;loy! oy
Then the exponent in formula (1.18) can be written as
1 _
—s@—p)'Vi@—p) =
1 oy 2 —poylogt \ (@1 —p
= ————F (T — U1, T9 — 21— _
2(1—p2)(1 fi1, T2 — o) —porloy! oy’ Ty — 1
1 (v1—m)* 2p($1 — 1) (22 — pio) n (w2 — p1o)?
2(1—p?) o2 0109 o3
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So, the joint pdf of the two-dimensional normal X/ is

1
fx(=) = 2no1094/ (1 — p?)

X exp {2(1—_1/)2) <($1 —2M1)2 B 2p(9€1 — p11) (2 — pia) n (22 —2M2)2) } _

01 0102 035
Note that whem = 0 it simplifies to

fx (@) = 1 exp {_% ((371 —2M1)2 n (o —2M2)2) }7

2mo09 o7 op

which can be written as a product of the marginal distrimgiof X; and X5.
Hence, if X = (X, X2)" has a bivariate normal distribution apd= 0 then the
variablesX; and X, are independent.

1.10.7 Bivariate Transformations

Theorem 1.17.Let X andY be jointly continuous random variables with joint
pdf fxy(z,y) which has support o C R?. Consider random variable§ =
g(X,Y)andV = h(X,Y), whereg(-,-) and h(-,-) form a one-to-one mapping
fromS to D with inverses: = ¢! (u, v) andy = h~!(u, v) which have continuous
partial derivatives. Then, the joint pdf 6F/, V') is

fU,V(u7 U) = fX,Y (gil(ua U)7 hil(ua U)) |J‘7
where, the Jacobian of the transformatigns

99~ (uw) 99~ (u,w)
J = det Bh_al%u,v) Bh_alz(}u,v)

ou ov

forall (u,v) € D 0
Examplel.29 Let X, Y be independent rvs and ~ Exp(A) andY ~ Exp(\).
Then, the joint pdf of X, Y) is

vay(x,y) _ )\e—kw)\e—ky _ )\2€—>\(a}+y)

on supportS = {(z,y) : x > 0,y > 0}.
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We will find the joint pdf for (U, V'), whereU = ¢(X,Y) = X + Y andV =
h(X,Y) = X/Y. This transformation and the support {of, V') give the support
for (U, V). Thisis{(u,v) : u > 0,v > 0}.

The inverse functions are

u
1+v

-1 uv -1
= =—— andy=~h =
=g (wv) = o andy =h(uv)
The Jacobian of the transformation is equal to

89*5(%1}) 89*;(u7v) e Y
T=detl oty ol | =detl 1w )=

ou ov 14v (1+v)?2

Hence, by Theorem 1.17 we can write

fov(u,v) = fxy (971(%’0)7 hil(’u”U)) ]|
uv u u
e () e

B )\2u€—>\u
(1 +v)?

for u,v > 0. 0

These transformed variables are independent. In a simplation wherey(z) is
a function ofz only andh(y) is function ofy only, it is easy to see the following
very useful result.

Theorem 1.18.Let X andY be independent rvs and lgfx) be a function ofe
only andh(y) be function ofy only. Then the functions = g(X) andV = h(Y)
are independent. 0

Proof. (Continuous case) For anye R andv € R, define
A, ={x:g(x) <u} and A, = {y: h(y) < v}.
Then, we can obtain the joint cdf 6/, /) as follows

Fyv(u,v) =PU <u,V <v)=P(X e€A,Y ecA,)
=P(XeA,)P(Y €A, asX andY areindependent
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The mixed partial derivative with respect#candv will give us the joint pdf for
(U,V). That s,

82
fU,V(u7 U) = ud

&Wmm:(%PMEA@)Q?HYGmO

(% (%

as the first factor depends amonly and the second factor anonly. Hence, the
rvsU = g(X) andV = h(Y') are independent. 0

Exercisel.18 Let (X,Y) be a two-dimensional random variable with joint pdf

[ 8ay, for 0<z<y<1;
fxy(z,y) = { 0,  otherwise.

LetU = X/Y andV =Y.

(a) Are the variablesX andY independent? Explain.
(b) Calculate the covariance &f andY'.

(c) Obtain the joint pdf ofU, V).

(d) Are the variableg/ andV independent? Explain.

(e) What is the covariance @f andV'?
Exercisel.19 Let X andY be independent random variables such that
X ~ Exp(A) andY ~ Exp()).
(a) Find the joint probability density function @t/, '), where

andV =X +Y.

T X+Y
(b) Are the variable$/ andV independent? Explain.
(c) Show that! is uniformly distributed or{0, 1).

(d) What is the distribution of/?



