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#### Abstract

Let $F$ be an $L^{2}$-normalized Siegel cusp form for $\operatorname{Sp}_{4}(\mathbb{Z})$ of weight $k$ that is a Hecke eigenform and not a Saito-Kurokawa lift. Assuming the Generalized Riemann Hypothesis, we prove that its Fourier coefficients satisfy the bound $|a(F, S)| \ll_{\epsilon} \frac{k^{1 / 4+\epsilon}(4 \pi)^{k}}{\Gamma(k)} c(S)^{-\frac{1}{2}} \operatorname{det}(S)^{\frac{k-1}{2}+\epsilon}$ where $c(S)$ denotes the gcd of the entries of $S$, and that its global sup-norm satisfies the bound $\left\|(\operatorname{det} Y)^{\frac{k}{2}} F\right\|_{\infty}<_{\epsilon} k^{\frac{5}{4}+\epsilon}$. The former result depends on new bounds that we establish for the relevant local integrals appearing in the refined global Gan-Gross-Prasad conjecture (which is now a theorem due to Furusawa and Morimoto) for Bessel periods.


## 1. Introduction

The problem of bounding the sup-norms of $L^{2}$-normalized cuspidal automorphic forms as one or more of their underlying parameters tend to infinity is interesting from several points of view and has been the topic of many recent works, see e.g. [IS95, HT13, Mar14, BP16, Sah17, BHMM20, BT20, Sah20, HS20, KNS22] and the references therein. A basic case of this problem concerns upper-bounds for the global sup-norms of holomorphic cusp forms $f$ of weight $k$ for $\mathrm{SL}_{2}(\mathbb{Z})$ as $k \rightarrow \infty$. Assuming that $f$ is an eigenform, Xia [Xia07] proved the bound

$$
\begin{equation*}
\left\|y^{k / 2} f\right\|_{\infty} \ll_{\epsilon} k^{\frac{1}{4}+\epsilon}\|f\|_{2} . \tag{1}
\end{equation*}
$$

The exponent $1 / 4$ here is optimal, as one can prove a lower bound of similar strength ${ }^{1}$. The proof uses the Fourier expansion $f(z)=\sum_{n>0} a(f, n) e^{2 \pi i n z}$ and crucially relies on Deligne's bound

$$
\begin{equation*}
|a(f, n)| \leq d(n) n^{\frac{k-1}{2}}|a(f, 1)| \tag{2}
\end{equation*}
$$

for the Fourier coefficients of $f$ as well as the bound $\frac{|a(f, 1)|}{\|f\|_{2}}<_{\epsilon} k^{\epsilon}$ which follows from the nonexistence of Landau-Siegel zeroes [HL94] for the symmetric-square $L$-function attached to $f$. Given these deep facts, the deduction of (1) from the Fourier expansion is fairly direct. The fact that the bound (1) is essentially best possible reflects the special behaviour of the exponential function as a degenerate Whittaker function.

In this paper we are interested in a rank 2 analogue of Xia's result. Namely, let $\mathbb{H}_{2}$ denote the Siegel upper-half space of degree 2 and let $S_{k}(\Gamma)$ be the space of holomorphic Siegel cusp forms of weight $k$ transforming with respect to the subgroup $\Gamma=\operatorname{Sp}_{4}(\mathbb{Z}) \subset \operatorname{Sp}_{4}(\mathbb{R})$. As in the rank 1 case considered by Xia, one may hope to exploit the Fourier expansion and obtain strong bounds on the sup-norm in this setting. Recall that the Fourier expansion of $F \in S_{k}(\Gamma)$ takes the form

$$
\begin{equation*}
F(Z)=\sum_{S \in \Lambda_{2}} a(F, S) e^{2 \pi i \operatorname{Tr}(S Z)}, \quad Z \in \mathbb{H}_{2}, \tag{3}
\end{equation*}
$$

where

$$
\Lambda_{2}=\left\{\left[\begin{array}{cc}
a & b / 2 \\
b / 2 & c
\end{array}\right]: \quad a, b, c \in \mathbb{Z}, \quad a>0, \quad d:=b^{2}-4 a c<0\right\} .
$$

[^0]For $S=\left[\begin{array}{cc}a & b / 2 \\ b / 2 & c\end{array}\right] \in \Lambda_{2}$, we define its discriminant $\operatorname{disc}(S)=-4 \operatorname{det}(S)=b^{2}-4 a c$ and its content $c(S)=\operatorname{gcd}(a, b, c)$. Note that $c(S)^{2}$ divides $\operatorname{disc}(S)$. If $d=\operatorname{disc}(S)$ is a fundamental discriminant ${ }^{2}$, then $S$ is called fundamental in which case clearly $c(S)=1$.

The Fourier coefficients of Hecke eigenforms in $S_{k}(\Gamma)$ are mysterious and poorly understood objects. Unlike in the rank 1 case, they contain much more information than just the Hecke eigenvalues and are closely related to central values of $L$-functions. However, there exist special forms in $S_{k}(\Gamma)$ known as the Saito-Kurokawa lifts for which the Fourier coefficients are relatively better understood. In fact, the Fourier coefficients of a Saito-Kurokawa lift $F$ can be explicitly written in terms of the Fourier coefficients of a classical half-integral weight form $g \in S_{k-\frac{1}{2}}\left(\Gamma_{0}(4)\right)$ and there exists a simple relation between the Petersson norms of $F$ and $g$. Using these facts, Blomer [Blo15, Sec. 4] observed that if a Hecke eigenform $F$ is a Saito-Kurokawa lift, then under the Generalized Lindelöf hypothesis (GLH) one has the following bound ${ }^{3}$ on the Fourier coefficients

$$
\begin{equation*}
\frac{|a(F, S)|}{\|F\|_{2}}<_{\epsilon} \frac{k^{1 / 4+\epsilon}(4 \pi)^{k}}{\Gamma(k)} c(S)^{\frac{1}{2}} \operatorname{det}(S)^{\frac{k}{2}-\frac{3}{4}+\epsilon} \tag{4}
\end{equation*}
$$

where the Petersson norm $\|F\|_{2}$ is defined via $\|F\|_{2}^{2}=\langle F, F\rangle=\int_{\Gamma \backslash \mathbb{H}_{2}}|F(Z)|^{2}(\operatorname{det} Y)^{k-3} d X d Y$. Using the bound (4), Blomer obtained under GLH the following essentially optimal bound [Blo15, Theorem 2] on the sup-norm of a Hecke eigenform $F \in S_{k}(\Gamma)$ that is a Saito-Kurokawa lift:

$$
\begin{equation*}
\left\|(\operatorname{det} Y)^{\frac{k}{2}} F\right\|_{\infty} \ll_{\epsilon} k^{\frac{3}{4}+\epsilon}\|F\|_{2} . \tag{5}
\end{equation*}
$$

The main obstacle to generalizing (5) to non-Saito-Kurokawa lifts and obtaining a global supnorm bound for any Hecke eigenform $F \in S_{k}(\Gamma)$ lies in obtaining a bound similar to (4) for non-lifts. A key step for fundamental $S$ was taken in [DPSS20] where weighted averages of fundamental Fourier coefficents for such $F$ were related via the refined Gan-Gross-Prasad (GGP) period conjecture for $\left(\mathrm{SO}_{5}, \mathrm{SO}_{2}\right)$ (which is now a theorem due to Furusawa and Morimoto [FM22]) to values of higher degree $L$-functions. Using this, a bound under GRH for the fundamental Fourier coefficients was proved in [DPSS20, Prop 3.17]; see also [JLS23, Theorem C] for a related result which saves an additional power of $\log (\operatorname{det}(S))$ but where the implied constant depends on $F$.

A main achievement of the present paper is to go beyond fundamental matrices and obtain a uniform bound for $\frac{|a(F, S)|}{\|F\|_{2}}$ under GRH for all $S \in \Lambda_{2}$. To lay the groundwork for our theorem, recall first that $a(F, S)=a\left(F,{ }^{t} A S A\right)$ for $A \in \mathrm{SL}_{2}(\mathbb{Z})$, i.e., the Fourier coefficient $a(F, S)$ depends only on the $\mathrm{SL}_{2}(\mathbb{Z})$-equivalence class of $S$. Let $D<0$ be congruent to 0 or $1 \bmod 4$ and let $L$ be a positive integer. The set of $\mathrm{SL}_{2}(\mathbb{Z})$-equivalence classes of matrices $S \in \Lambda_{2}$ whose content $c(S)$ equals $L$ and whose discriminant $\operatorname{disc}(S)$ equals $L^{2} D$ can be canonically identified with the class group $H_{D}$ of the imaginary quadratic order of discriminant $D$. We view the characters $\Lambda$ of the finite abelian group $H_{D}$ as Hecke characters of $K^{\times} \backslash \mathbb{A}_{K}^{\times}$where $K=\mathbb{Q}(\sqrt{D})$. Note that in the special case that $D$ is a fundamental discriminant, these are precisely the characters of the ideal class group. We prove the following theorem.

Theorem 1.1 (see Theorem 3.5). Let $F \in S_{k}(\Gamma)$ be a Hecke eigenform with Fourier expansion given by (3). Assume that $F$ is not a Saito-Kurokawa lift and let $\pi$ be the automorphic representation generated by $F$. Let $D<0$ be an integer that is congruent to 0 or $1 \bmod 4$ and let $L$ be a positive

[^1]integer. Then
\[

$$
\begin{equation*}
\sum_{\substack{S \in \Lambda_{2} / \mathrm{SL}_{2}(\mathbb{Z}) \\ c(S)=L, \operatorname{disc}(S)=L^{2} D}}|a(F, S)|^{2}<_{\epsilon}\langle F, F\rangle \frac{(4 \pi)^{2 k}}{\Gamma(2 k-1)} L^{2 k-3+\epsilon}|D|^{k-\frac{3}{2}+\epsilon} \sum_{\Lambda \in \widehat{H_{D}}} \frac{L(1 / 2, \pi \times \mathcal{A \mathcal { I }}(\Lambda))}{L(1, \pi, \mathrm{Ad})} . \tag{6}
\end{equation*}
$$

\]

In the above theorem, we note that the $L$-values are known to be non-negative [Lap03, Theorem 1.1] and that the length of the sum on each side is equal to $\left|H_{D}\right| \asymp|D|^{\frac{1}{2}+o(1)}$. Under GRH ${ }^{4}$, we can bound $\frac{L(1 / 2, \pi \times \mathcal{A}(\Lambda))}{L(1, \pi, \operatorname{Ad})}<_{\epsilon}(k D)^{\epsilon}$. Recalling that $4 \operatorname{det}(S)=|\operatorname{disc}(S)|=L^{2}|D|$ and using the duplication formula for the Gamma function, we obtain under GRH the strong bound (Corollary 3.7)

$$
\begin{equation*}
\sum_{\substack{\left.S \in \Lambda_{2} / \operatorname{SL}_{2}(\mathbb{Z}) \\ S\right)=L, \operatorname{disc}(S)=L^{2} D}} \frac{|a(F, S)|^{2}}{\|F\|_{2}^{2}} \lll \epsilon \frac{k^{1 / 2+\epsilon}(2 \pi)^{2 k}}{\Gamma(k)^{2}} L^{-1}\left|L^{2} D\right|^{k-1+\epsilon} \tag{7}
\end{equation*}
$$

The bound (7) may be viewed as an extension of the bound (4) to non-Saito-Kurokawa lifts ${ }^{5}$. We believe that (7) is optimal as far as the exponents on the right side are concerned. Assuming that most summands on the left side of (7) are of comparable size, one is led to the optimistic and far-reaching conjecture $\frac{|a(F, S)|}{\|F\|_{2}}<_{\epsilon} \frac{k^{1 / 4+\epsilon}(4 \pi)^{k}}{\Gamma(k)} \operatorname{det}(S)^{\frac{k}{2}-\frac{3}{4}+\epsilon}$ for individual Fourier coefficients, which refines the famous open conjecture of Resnikoff and Saldaña [RS74] (and whose proof seems well beyond reach even if one were to assume standard conjectures like GRH). On the other hand, dropping all but one term from (7), we obtain the following corollary.

Corollary 1.2. Assume GRH. For a Hecke eigenform $F \in S_{k}(\Gamma)$ that is not a Saito-Kurokawa lift, we have for any $S \in \Lambda_{2}$ the bound

$$
\begin{equation*}
\frac{|a(F, S)|}{\|F\|_{2}} \lll k_{\epsilon} \frac{k^{1 / 4+\epsilon}(4 \pi)^{k}}{\Gamma(k)} c(S)^{-\frac{1}{2}} \operatorname{det}(S)^{\frac{k-1}{2}+\epsilon} . \tag{8}
\end{equation*}
$$

In contrast to (7), the bound (8) is not expected to be optimal (even though it assumes GRH) because we potentially lose a factor of $\frac{\operatorname{det}(S)^{\frac{1}{4}}}{c(S)^{\frac{1}{2}}}$ when we drop all the other terms. In the body of the paper we do not assume GRH but instead assume that $\frac{L(1 / 2, \pi \times \mathcal{A}(\Lambda))}{L(1, \pi, A d)}$ is bounded by a specific power of the analytic conductor and we write down analogous bounds to (7), (8) under this assumption; see Corollary (3.7).

Using our bound (8), we obtain a global sup-norm bound for non Saito-Kurokawa lifts $F \in S_{k}(\Gamma)$ under GRH.

Theorem 1.3 (see Theorem 3.12). Assume GRH. Let $F \in S_{k}(\Gamma)$ be a Hecke eigenform that is not a Saito-Kurokawa lift. Then

$$
\left\|(\operatorname{det} Y)^{\frac{k}{2}} F\right\|_{\infty} \ll_{\epsilon} k^{\frac{5}{4}+\epsilon}\|F\|_{2}
$$

The reason the exponent $5 / 4$ in the above Theorem is weaker than the exponent $3 / 4$ proved by Blomer for Saito-Kurokawa lifts is the non-optimality of the bound (8). (We expect the true exponent for the sup-norm to be $3 / 4$ for non-lifts ${ }^{6}$ as well).

[^2]The proof of Theorem 1.3 follows from (8) in a relatively straightforward manner via the Fourier expansion, similar to the analysis in [Blo15]. We remark here that (as is often the case) the Fourier expansion gives better results near the cusp. Indeed, our proof shows that if $Y$ is Minkowskireduced, then we have under GRH the stronger bound $(\operatorname{det} Y)^{\frac{k}{2}}|F(Z)|<_{\epsilon}(\operatorname{det} Y)^{-\frac{1}{4}} k^{\frac{5}{4}+\epsilon}\|F\|_{2}$. In particular, when $Z$ is "high in the cusp", this provides extra power savings in $k$. Thus, one may hope to obtain improved sup-norm bounds if one can tackle the "bulk" by different methods.

While we have focussed on the Fourier expansion approach towards the global sup-norm in this paper, alternative approaches toward Theorem 1.3 exist. For example, using a Bergman Kernel approach, Das-Krishna [DK22] have proved the bound $\left\|(\operatorname{det} Y)^{\frac{k}{2}} F\right\|_{\infty} \lll \epsilon k^{\frac{9}{4}+\epsilon}\|F\|_{2}$. There is also an exciting new approach to the sup-norm problem via 4th moments and theta kernels introduced by Steiner et al [Ste20, KS22, KNS22] which, if implemented for Siegel cusp forms, could potentially lead to strong bounds.

We end this introduction with a few words about the proof of Theorem 1.1, which should be viewed as the central result of this paper. The reader may be tempted to try to derive Theorem 1.1 (or the stronger Theorem 3.5) from its known special case [DPSS20] for $D$ a fundamental discriminant, by using the Hecke relations between fundamental and non-fundamental coefficients. However, this approach appears not to work. To see why, suppose that we know the values of all the fundamental Fourier coefficients and all the Hecke eigenvalues of $F$. Using the Hecke relations which can be expressed compactly via Sugano's formula as in [KST12, Theorem 2.10] we can then evaluate sums like $\sum_{S \in \Lambda_{2} / \mathrm{SL}_{2}(\mathbb{Z})} a(F, S)$ with $c(S)=L, \operatorname{disc}(S)=L^{2} D$ and $c$ a fixed class in $H_{d}$ $\pi^{-1}\left(L^{-1} S\right)=c$
where $d$ is the fundamental discriminant attached to $D$, and $\pi: H_{d} \rightarrow H_{D}$ is the natural map. However, it does not seem possible to tell apart the individual summands above, i.e., this method cannot separate two non-equivalent, non-fundamental coefficients $a\left(F, S_{1}\right)$ and $a\left(F, S_{2}\right)$ of equal content $L$ in the case that $L^{-1} S_{1}$ and $L^{-1} S_{2}$ are images of the same fundamental coefficient class under the natural map from $H_{d} \rightarrow H_{D}$.

Therefore we develop a different method for proving Theorem 1.1. We build upon the explicit refinement of Böcherer's conjecture introduced in [DPSS20] and incorporate characters $\Lambda$ of $H_{D}$ which in general correspond to ramified Hecke characters of $K=\mathbb{Q}(\sqrt{d})$. (In [DPSS20] we had restricted ourselves to ideal class group characters, i.e., characters of $H_{d}$; these correspond to unramified Hecke characters of $K$.) Using the refined GGP conjecture proved in [FM22], we write the left hand side of (6) as a deformation of the right hand side, where each summand is multiplied by a product over primes $p \mid D$ of certain local quantities related to local Bessel models for ramified characters. Bounding these purely local quantities constitute the technical heart of this paper. This may be viewed as a depth aspect bound for the local Bessel functions as the conductor of $\Lambda$ becomes large at the primes dividing $D$. For the main local statements, we refer the reader to Propositions 2.1 and 2.2. In contrast to the similar local quantities for unramified characters computed in [DPSS20], the local quantities associated to ramified characters are not easy to compute explicitly, so we bound them via a soft approach where we exploit the volume of the support of the integrals. We refer the reader to Section 2.4 for details of the argument. It would be of interest to compute these integrals exactly, as this would allow us to replace (6) by an exact identity.

Notation. We use the notation $A<_{x, y, \ldots} B$ to signify that there exists a positive constant $C$, depending at most upon $x, y, z$, so that $|A| \leq C|B|$. If the subscripts $x, y, \ldots$ are omitted, it means the constant is absolute. We write $A \asymp B$ to mean $A \ll B \ll A$. The symbol $\varepsilon$ will denote a small positive quantity.

We say that an integer $d$ is a fundamental discriminant if $\mathbb{Q}(\sqrt{d})$ is a quadratic field whose discriminant is equal to $d$. For a fundamental discriminant $d$, we let $\chi_{d}$ be the associated quadratic Dirichlet character. We use $\mathbb{A}$ to denote the ring of adeles over $\mathbb{Q}$ and for a number field $F$ we let
$\mathbb{A}_{F}$ denote the ring of adeles over $F$. All $L$-functions in this paper will denote the finite part of the $L$-function (i.e., without the archimedean factors), so that for an automorphic representation $\pi$ of $\mathrm{GL}_{n}(\mathbb{A})$, we have $L(s, \pi)=\prod_{p<\infty} L\left(s, \pi_{p}\right)$. All $L$-functions will be normalized to take $s \mapsto 1-s$. For a finite set of places $S$ we denote $L^{S}(s, \pi)=\prod_{p \notin S} L\left(s, \pi_{p}\right)$.

For a commutative ring $R$, we define

$$
\operatorname{GSp}_{4}(R)=\left\{g \in \mathrm{GL}_{4}(R):{ }^{t} g J g=\mu(g) J, \mu(g) \in R^{\times}\right\}, \quad J=\left[\begin{array}{ccc} 
& & 1 \\
-1 & & 1 \\
-1 & &
\end{array}\right]
$$

Here, $\mu$ is called the similitude character. Let $\operatorname{Sp}_{4}(R)=\left\{g \in \operatorname{GSp}_{4}(R): \mu(g)=1\right\}$. We occasionally use $G$ to denote $\mathrm{GSp}_{4}$.

We let $M_{2}(R)$ denote the ring of 2 by 2 matrices over $R$, and let $M_{2}^{\text {sym }}(R)$ be the additive subgroup of symmetric matrices.

Over the real numbers, we have the identity component $G(\mathbb{R})^{+}:=\left\{g \in \mathrm{GSp}_{4}(\mathbb{R}): \mu(g)>0\right\}$. Let $\mathbb{H}_{2}$ be the Siegel upper half space of degree 2, i.e., the space $\mathbb{H}_{2}$ consists of the symmetric, complex $2 \times 2$-matrices with positive definite imaginary parts. The group $G(\mathbb{R})^{+}$acts on $\mathbb{H}_{2}$ via $g\langle Z\rangle=(A Z+B)(C Z+D)^{-1}$ for $g=\left[\begin{array}{cc}A & B \\ C & D\end{array}\right]$. We define $j(g, Z)=\operatorname{det}(C Z+D)$ for $g=\left[\begin{array}{cc}A & B \\ C & D\end{array}\right] \in$ $G(\mathbb{R})^{+}$.
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## 2. Local calculations

In this section, which is purely local, we will study the Bessel function and Bessel integral associated to a spherical vector in an irreducible, tempered, principal series representation of $\mathrm{GSp}_{4}(F)$ where $F$ is a non-archimedean local field of characteristic zero. Our main local results, Proposition 2.1 and Proposition 2.2, quantify the growth of these quantities along diagonal matrices.

### 2.1. Basic facts and definitions.

2.1.1. Preliminaries. Throughout Section 2, $F$ will be a non-archimedean local field of characteristic zero. Let $\mathfrak{o}$ be the ring of integers of $F$, with maximal ideal $\mathfrak{p}$ and uniformizer $\varpi$. Let $\mathbf{k}=\mathfrak{o} / \mathfrak{p}$ be the residue class field, and $q$ its cardinality. For $x \in F$, let $v(x)$ be the normalized valuation and let $|x|=q^{-v(x)}$ denote the normalized absolute value of $x$, so that $v(\varpi)=1,|\varpi|=q^{-1}$. Let $\psi$ be a character of $F$ which is trivial on $\mathfrak{o}$ but non-trivial on $\mathfrak{p}^{-1}$.

We use the Haar measure $d x$ on $F$ that assigns $\mathfrak{o}$ volume 1, and we use the Haar measure $d^{\times} x$ on $F^{\times}$that assigns $\mathfrak{o}^{\times}$volume 1 . So we have $d^{\times} x=\left(1-q^{-1}\right)^{-1} \frac{d x}{|x|}$.
2.1.2. The Bessel subgroup. Following [Fur93] and [PS09] we introduce the following notations. Let $a, b, c \in F$ such that $d:=b^{2}-4 a c \neq 0$. Let

$$
S=\left[\begin{array}{cc}
a & b / 2  \tag{9}\\
b / 2 & c
\end{array}\right], \quad \Delta=\left[\begin{array}{cc}
b / 2 & c \\
-a & -b / 2
\end{array}\right]
$$

and note that $d=\operatorname{disc}(S)=-4 \operatorname{det}(S)$ and $\Delta^{2}=d / 4$. If $d$ is not a square in $F^{\times}$, then let $K=F(\sqrt{d})$ and note that $K$ is isomorphic to $F(\Delta)$ via

$$
\begin{equation*}
F(\Delta) \xrightarrow{\sim} K, \quad x+y \Delta \longmapsto x+y \frac{\sqrt{d}}{2} . \tag{10}
\end{equation*}
$$

If $d$ is a square in $F^{\times}$, then let $K=F \oplus F$ and note that $K$ is isomorphic to $F(\Delta)$ via

$$
\begin{equation*}
F(\Delta) \xrightarrow{\sim} K, \quad x+y \Delta \longmapsto\left(x+y \frac{\sqrt{d}}{2}, x-y \frac{\sqrt{d}}{2}\right) . \tag{11}
\end{equation*}
$$

We define

$$
\begin{equation*}
T(F)=\left\{g \in \mathrm{GL}_{2}(F):{ }^{t} g S g=\operatorname{det}(g) S\right\} . \tag{12}
\end{equation*}
$$

One can check that $T(F)=F(\Delta)^{\times}$, so that $T(F) \cong K^{\times}$via the isomorphisms (10), (11) above. We define the Legendre symbol as

$$
\left(\frac{K}{\mathfrak{p}}\right)= \begin{cases}-1 & \text { if } K / F \text { is an unramified field extension },  \tag{13}\\ 0 & \text { if } K / F \text { is a ramified field extension } \\ 1 & \text { if } K=F \oplus F .\end{cases}
$$

These three cases are referred to as the inert case, ramified case, and split case, respectively. If $K$ is a field, then let $\mathfrak{o}_{K}$ be its ring of integers and $\mathfrak{p}_{K}$ be the maximal ideal of $\mathfrak{o}_{K}$. If $K=F \oplus F$, then let $\mathfrak{o}_{K}=\mathfrak{o} \oplus \mathfrak{o}$.

Throughout, we will make the following standard assumptions (see Section 1 of [PS14]),

- $a, b \in \mathfrak{o}$ and $c \in \mathfrak{o}^{\times}$.
- If $d \notin F^{\times 2}$, then $d$ is a generator of the discriminant of $K / F$.
- If $d \in F^{\times 2}$, then $d \in \mathfrak{o}^{\times}$.

Under these assumptions, the group $T(\mathfrak{o}):=T(F) \cap \mathrm{GL}_{2}(\mathfrak{o})$ is isomorphic to $\mathfrak{o}_{K}^{\times}$via the isomorphism $T(F) \cong K^{\times}$. Note also that these assumptions imply that if we are in the split case $\left(d \in F^{\times 2}\right)$ then $\frac{b \pm \sqrt{d}}{2} \in \mathfrak{o}$.

We consider $T(F)$ a subgroup of $\mathrm{GSp}_{4}(F)$ via

$$
T(F) \ni g \longmapsto\left[\begin{array}{l}
g  \tag{15}\\
\operatorname{det}(g)^{t} g^{-1}
\end{array}\right] \in \operatorname{GSp}_{4}(F) .
$$

Let $N(F)$ be the unipotent radical of the Siegel parabolic subgroup, i.e.,

$$
N(F)=\left\{\left[\begin{array}{cc}
1_{2} & X \\
& 1_{2}
\end{array}\right] \in \mathrm{GSp}_{4}(F):{ }^{t} X=X\right\}
$$

and let $R(F)=T(F) N(F)$. We call $R(F)$ the Bessel subgroup of $\mathrm{GSp}_{4}(F)$.
2.1.3. Bessel models. For $S$ as in (9), we define a character $\theta$ of $N(F)$ by

$$
\theta\left(\left[\begin{array}{ccc}
1 & x & y  \tag{16}\\
& y & y \\
& 1 & \\
& 1 & 1
\end{array}\right]\right)=\psi(a x+b y+c z)=\psi\left(\operatorname{tr}\left(S\left[\begin{array}{ll}
x & y \\
y & z
\end{array}\right]\right)\right)
$$

for $x, y, z \in F$. It is easily verified that $\theta\left(t n t^{-1}\right)=\theta(n)$ for $n \in N(F)$ and $t \in T(F)$.
Let $\Lambda$ be any character of $K^{\times}$such that $\left.\Lambda\right|_{F^{\times}}=1$. We identify $\Lambda$ with a character of $T(F)$ using the isomorphism $T(F) \simeq K^{\times}$. The map $t u \mapsto \Lambda(t) \theta(u)$ defines a character of $R(F)$. We denote this character by $\Lambda \otimes \theta$. Let $\mathcal{S}(\Lambda, \theta)$ be the space of all locally constant functions $B: \mathrm{GSp}_{4}(F) \rightarrow \mathbb{C}$ with the Bessel transformation property

$$
\begin{equation*}
B(r g)=(\Lambda \otimes \theta)(r) B(g) \quad \text { for all } r \in R(F) \text { and } g \in \operatorname{GSp}_{4}(F) . \tag{17}
\end{equation*}
$$

Consider an irreducible, admissible, unitarizable, tempered representation $\left(\pi, V_{\pi}\right)$ of trivial central character. If $(\pi, V)$ is isomorphic to a subrepresentation of $\mathcal{S}(\Lambda, \theta)$, then this realization of $\pi$ is called a $(\Lambda, \theta)$-Bessel model. It is known that such a model, if it exists, is unique; we denote it by $\mathcal{B}_{\Lambda, \theta}(\pi)$. Since $\pi$ is unitary, let $\langle$,$\rangle denote a \operatorname{GSp}_{4}(F)$-invariant inner product (unique up to scaling) on $V_{\pi}$. For a vector $v \in V_{\pi}$, the normalized matrix coefficient attached to $v$ is the function

$$
\begin{equation*}
\Phi_{v}(g)=\frac{\langle\pi(g) v, v\rangle}{\langle v, v\rangle} . \tag{18}
\end{equation*}
$$

Define

$$
\begin{equation*}
J_{\Lambda, \theta}(v):=\int_{F^{\times} \backslash T(F)} \int_{N(F)}^{\mathrm{st}} \Phi_{v}(t n) \Lambda^{-1}(t) \theta^{-1}(n) d n d t \tag{19}
\end{equation*}
$$

where $\int_{N(F)}^{\text {st }}:=\lim _{k \rightarrow \infty} \int_{N\left(\mathfrak{p}^{-k}\right)}$ denotes the stable integral [Liu16, Sect. 3.1]. It can be shown that the representation $\pi$ has a $(\Lambda, \theta)$-Bessel model (i.e., $\mathcal{B}_{\Lambda, \theta}(\pi)$ exists) if and only if there is a non-zero vector $v$ in the space of $\pi$ such that $J_{\Lambda, \theta}(v) \neq 0$, in which case $v$ is said to be a $(\Lambda, \theta)$-test vector for $\pi$. We will refer to $J_{\Lambda, \theta}(v)$ as the local Bessel integral (of type $(\Lambda, \theta)$ ) associated to $v$.

Suppose that the representation $\pi$ has a $(\Lambda, \theta)$-Bessel model. Fix a realization of $\pi$ in $\mathcal{B}_{\Lambda, \theta}(\pi)$ and for each vector $v \in V_{\pi}$ let $B_{v} \in \mathcal{B}_{\Lambda, \theta}(\pi)$ denote its image. From uniqueness arguments it is easy to show that there exists a non-zero $c$ that depends on $\Lambda, \theta, \pi$ and on the choice of realization such that for all $v \in V_{\pi}$ and all $g \in \operatorname{GSp}_{4}(F)$ we have $\left|B_{v}(g)\right|^{2}=c J_{\Lambda, \theta}(\pi(g) v)$.
2.1.4. Subgroups and characters of $T(\mathfrak{o})$. Recall that

$$
T(\mathfrak{o}):=T(F) \cap \mathrm{GL}_{2}(\mathfrak{o}),
$$

and that $T(\mathfrak{o})$ is isomorphic to $\mathfrak{o}_{K}^{\times}$via the isomorphisms (10), (11). We define the subgroup $U_{T}(m) \subset T(\mathfrak{o})$ via

$$
U_{T}(0)=T(\mathfrak{o}),
$$

and for $m \geq 1$,

$$
U_{T}(m)=\left\{g \in T(\mathfrak{o}): g=\left[{ }_{\lambda}{ }_{\lambda}\right] \bmod \mathfrak{p}^{m}, \text { for some } \lambda \in \mathfrak{o}^{\times}\right\} .
$$

Let

$$
\Delta_{0}:=\left[\begin{array}{cc}
0 & c \\
-a & -b
\end{array}\right]
$$

so that $\Delta_{0}$ corresponds (under (10), (11) respectively) to the element $\delta_{0}:=\frac{-b+\sqrt{d}}{2}$ if $K$ is a field, and the element $\delta_{0}:=\left(\frac{-b+\sqrt{d}}{2}, \frac{-b-\sqrt{d}}{2}\right)$ if $K=F \oplus F$. One can show (using [PS09, Sect. 3]) that

$$
\begin{equation*}
\mathfrak{o}_{K}=\left\{x+y \delta_{0}: x \in \mathfrak{o}, y \in \mathfrak{o}\right\} \tag{20}
\end{equation*}
$$

and for $m \geq 1$,

$$
U_{T}(m)=\left\{x+y \Delta_{0}: x \in \mathfrak{o}^{\times}, y \in \mathfrak{p}^{m}\right\} .
$$

Using the above description, it is easy to see that (10), (11) induce isomorphisms

$$
U_{T}(m) \xrightarrow{\sim} \mathfrak{o}^{\times}\left(1+\mathfrak{p}^{m} \mathfrak{o}_{K}\right)
$$

for each $m \geq 1$.
Any character $\Lambda$ of $K^{\times}$satisfying $\left.\Lambda\right|_{F \times}=1$ can be identified with a character of $F^{\times} \backslash T(F)$. From the above description, it follows that such a character must be trivial on $U_{T}(m) \simeq \mathfrak{o}^{\times}\left(1+\mathfrak{p}^{m} \mathfrak{o}_{K}\right)$ for some $m$. We define

$$
c(\Lambda)=\min \left\{m \geq 0:\left.\Lambda\right|_{U_{T}(m)}=1\right\} .
$$

2.2. Main results. For the rest of Section 2, let $\pi$ be a tempered, spherical, irreducible principal series representation of $\mathrm{GSp}_{4}(F)$, i.e., $\pi$ is a tempered representation of Type I in the notation of [RS07]. We also assume throughout that $\pi$ is of trivial central character. In particular, $\pi$ is the unramified constituent of a representation $\chi_{1} \times \chi_{2} \rtimes \sigma$ induced from a character of the Borel subgroup associated to unramified characters $\chi_{1}, \chi_{2}, \sigma$ of $F^{\times}$satisfying $\chi_{1} \chi_{2} \sigma^{2}=1$. We put

$$
\alpha=\sigma(\varpi), \quad \beta \sigma(\varpi) \chi_{1}(\varpi) .
$$

Note that the temperedness of $\pi$ implies that $\chi_{i}$ and $\sigma$ are unitary and therefore $|\alpha|=|\beta|=1$. Let $\phi$ be a (unique up to multiples) spherical vector in $V_{\pi}$, i.e., $\phi$ is fixed by the subgroup $\mathrm{GSp}_{4}(\mathfrak{o})$.

It is known (see, e.g., Table 2 of [PS09]) that $\mathcal{B}_{\Lambda, \theta}(\pi)$ exists for all characters $\Lambda$ of $F^{\times} \backslash T(F)$. For any such character $\Lambda$ we let $B_{\phi, \Lambda} \in \mathcal{B}_{\Lambda, \theta}(\pi)$ be the element corresponding to $\phi$ under some choice of isomorphism $\pi \simeq \mathcal{B}_{\Lambda, \theta}(\pi)$.

For $\ell, m \in \mathbb{Z}$, let

$$
h(\ell, m)=\left[\begin{array}{cccc}
\varpi^{\ell+2 m} & & &  \tag{21}\\
& \varpi^{\ell+m} & & \\
& & 1 & \\
& & & \varpi^{m}
\end{array}\right]
$$

Using the Iwasawa decomposition, one can show that

$$
\begin{equation*}
\operatorname{GSp}_{4}(F)=\bigsqcup_{\substack{\ell, m \in \mathbb{Z} \\ m \geq 0}} R(F) h(\ell, m) \operatorname{GSp}_{4}(\mathfrak{o}) ; \tag{22}
\end{equation*}
$$

cf. (3.4.2) of [Fur93].
2.2.1. Growth of the local Bessel function. We keep the setup as above. We refer to the function $B_{\phi, \Lambda}$ as the local (spherical) Bessel function of type $(\Lambda, \theta)$. Note that this function depends on our choice of realization of $\pi$ in $\mathcal{B}_{\Lambda, \theta}(\pi)$. However, given $\pi, \Lambda$ and $\theta$, this function is canonically specified up to multiples. Our next result bounds the growth of this function along the elements $h(\ell, m)$.
Proposition 2.1. Let $\phi \in V_{\pi}$ be a spherical vector. For a character $\Lambda$ of $F^{\times} \backslash T(F)$, we have $B_{\phi, \Lambda}(h(0, c(\Lambda))) \neq 0$. Furthermore, for non-negative integers $\ell$, $m$ satisfying $m \geq c(\Lambda)$, we have

$$
\frac{B_{\phi, \Lambda}(h(\ell, m))}{B_{\phi, \Lambda}(h(0, c(\Lambda)))} \ll(m-c(\Lambda)+1)^{3}(\ell+1)^{3} q^{-2(m-c(\Lambda))-3 \ell / 2} .
$$

The implied constant is absolute.
2.2.2. Growth of the local Bessel integral. We keep the setup as above. For brevity, denote

$$
\phi^{(\ell, m)}=\pi(h(\ell, m)) \phi .
$$

We are interested in bounding the quantity $J_{\Lambda, \theta}\left(\phi^{(\ell, m)}\right)$ for $m \geq c(\Lambda)$. Due to Proposition 2.1 and the discussion in Section 2.1.3 it suffices to consider the case $\ell=0, m=c(\Lambda)$. We prove the following bound.

Proposition 2.2. Let $\phi \in V_{\pi}$ be a spherical vector and $\Lambda$ be a character of $F^{\times} \backslash T(F)$. If the residue field characteristic $q$ is even and $c(\Lambda)=0$, assume that $F=\mathbb{Q}_{2}$. We have

$$
J_{\Lambda, \theta}\left(\phi^{(0, c(\Lambda))}\right) \ll(c(\Lambda)+1)^{6} q^{-4 c(\Lambda)} .
$$

The implied constant is absolute.
2.3. Proof of Proposition 2.1. Fix a character $\Lambda$ of $F^{\times} \backslash T(F)$ and recall the definitions of the parameters $\alpha, \beta$ attached to the representation $\pi$, and of the local spherical Bessel function $B_{\phi, \Lambda} \in \mathcal{B}_{\Lambda, \theta}(\pi)$ of type $(\Lambda, \theta)$. It is known that $B_{\phi, \Lambda}(h(\ell, m))=0$ whenever $\ell<0$ or $m<c(\Lambda)$, cf. [Fur93, Lemma 3.4.4] and [Sug85, Lemma 2.5].
2.3.1. A formula due to Sugano. In [Sug85, Theorem 2.1 and Proposition 2.5] Sugano proved that $B_{\phi, \Lambda}(h(0, c(\Lambda))) \neq 0$ and provided a formula for the generating function of $B_{\phi, \Lambda}(h(\ell, m))$. We write it down in a form which will be convenient for the proof of Proposition 2.1. Namely:

$$
\begin{equation*}
\sum_{\ell, m \geq 0} B_{\phi, \Lambda}(h(\ell, m+c(\Lambda))) x^{m} y^{\ell}=B_{\phi, \Lambda}(h(0, c(\Lambda))) \frac{H(x, y)}{P(x) Q(y)} \tag{23}
\end{equation*}
$$

where

$$
\begin{gathered}
P(x)=\left(1-\alpha \beta q^{-2} x\right)\left(1-\alpha \beta^{-1} q^{-2} x\right)\left(1-\alpha^{-1} \beta q^{-2} x\right)\left(1-\alpha^{-1} \beta^{-1} q^{-2} x\right) \\
Q(y)=\left(1-\alpha q^{-3 / 2} y\right)\left(1-\beta^{-1} q^{-3 / 2} y\right)\left(1-\alpha^{-1} q^{-3 / 2} y\right)\left(1-\beta^{-1} q^{-3 / 2} y\right)
\end{gathered}
$$

and

- in case $c(\Lambda)>0$ :

$$
H(x, y)=1+x q^{-2}-x y q^{-7 / 2} \sigma(\alpha, \beta)+x y^{2} q^{-5}+x^{2} y^{2} q^{-7}
$$

- in case $c(\Lambda)=0$ :

$$
\begin{aligned}
H(x, y)=1 & +x q^{-2}(1+\delta(\alpha, \beta))+x^{2} q^{-4}\left(q^{-1}\left(\frac{K}{\mathfrak{p}}\right)+\delta(\alpha, \beta)+q^{-1 / 2} \epsilon \sigma(\alpha, \beta)\right) \\
+ & x^{3} q^{-7}\left(\frac{K}{\mathfrak{p}}\right) \\
+ & y\left[-q^{-2} \epsilon+x q^{-7 / 2}\left(q^{-1 / 2} \epsilon \tau(\alpha, \beta)-q^{-1 / 2} \epsilon-\sigma(\alpha, \beta)\right)\right. \\
& +x^{2} q^{-6}\left(\epsilon\left(\tau(\alpha, \beta)-1-\sigma(\alpha, \beta)^{2}\right)-q^{1 / 2} \delta(\alpha, \beta) \sigma(\alpha, \beta)\right) \\
& \left.\quad-x^{3} q^{-8}\left(q^{-1 / 2}\left(\frac{K}{\mathfrak{p}}\right) \sigma(\alpha, \beta)+\epsilon\right)\right] \\
+y^{2}[ & -q^{-4}\left(\frac{K}{\mathfrak{p}}\right)+x q^{-5}\left(1+q^{-1}\left(\frac{K}{\mathfrak{p}}\right)(\tau(\alpha, \beta)-2)\right) \\
& +x^{2} q^{-7}\left(1+\delta(\alpha, \beta)+q^{-1}\left(\frac{K}{\mathfrak{p}}\right)\left(\sigma(\alpha, \beta)^{2}-2 \tau(\alpha, \beta)+2\right)\right) \\
& \left.+x^{3} q^{-9}\left(q^{-1}\left(\frac{K}{\mathfrak{p}}\right)-q^{-1}\left(\frac{K}{\mathfrak{p}}\right) \delta(\alpha, \beta)+q^{-1} \epsilon^{2}\right)\right]
\end{aligned}
$$

where

$$
\begin{gathered}
\delta(\alpha, \beta)=\frac{q^{1 / 2}}{q+\left(\frac{K}{\mathfrak{p}}\right)}\left(q^{-1 / 2} \epsilon^{2}+2 q^{-1 / 2}\left(\frac{K}{\mathfrak{p}}\right)-\epsilon \sigma(\alpha, \beta)-q^{-1 / 2}\left(\frac{K}{\mathfrak{p}}\right) \tau(\alpha, \beta)\right), \\
\epsilon= \begin{cases}0, & \left(\frac{K}{\mathfrak{p}}\right)=-1, \\
\Lambda\left(\varpi_{K}\right), & \left(\frac{K}{\mathfrak{p}}\right)=0, \\
\Lambda((\varpi, 1))+\Lambda((1, \varpi)), & \left(\frac{K}{\mathfrak{p}}\right)=1,\end{cases}
\end{gathered}
$$

with $\varpi_{K}$ a uniformizer of $\mathfrak{p}_{K}$, and

$$
\begin{gathered}
\sigma(\alpha, \beta)=\alpha+\beta+\alpha^{-1}+\beta^{-1} \\
\tau(\alpha, \beta)=\alpha \beta+\alpha \beta^{-1}+\alpha^{-1} \beta+\alpha^{-1} \beta^{-1}+2 .
\end{gathered}
$$

2.3.2. The required bound. The proof of Proposition 2.1 will follow from the formula (23). For the sake of brevity, denote:

$$
a(m, \ell):=B_{\phi, \Lambda}(h(\ell, m+c(\Lambda)))\left(B_{\phi, \Lambda}(h(0, c(\Lambda)))\right)^{-1}, \quad H(x, y)=\sum_{m=0}^{3} \sum_{\ell=0}^{2} h_{m, \ell} x^{m} y^{\ell}
$$

Recall that $|\alpha|=|\beta|=1$. Hence, since $|\epsilon| \leq 2$, it follows that $|\delta(\alpha, \beta)|<28 q^{-1 / 2}$ and we may derive good bounds for $\left|h_{m, \ell}\right|$; they are listed in Table 1.

Table 1. The values of $\Xi_{m, \ell}$ for which $\left|h_{m, \ell}\right| \leq \Xi_{m, \ell}$.

| $m \quad \ell$ | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| 0 | 1 | $2 q^{-2}$ | $q^{-4}$ |
| 1 | $q^{-2}+28 q^{-5 / 2}$ | $10 q^{-4}+4 q^{-7 / 2}$ | $q^{-5}+4 q^{-6}$ |
| 2 | $q^{-5}+36 q^{-9 / 2}$ | $130 q^{-6}$ | $q^{-7}+28 q^{-15 / 2}+4 q^{-8}$ |
| 3 | $q^{-7}$ | $2 q^{-8}+4 q^{-17 / 2}$ | $5 q^{-10}+28 q^{-21 / 2}$ |

(A) In case $c(\Lambda)=0$.

| $m \quad \ell$ | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| 0 | 1 | 0 | 0 |
| 1 | $q^{-2}$ | $4 q^{-7 / 2}$ | $q^{-5}$ |
| 2 | 0 | 0 | $q^{-7}$ |
| 3 | 0 | 0 | 0 |

(B) In case $c(\Lambda)>0$.

Note in particular that for all $m, \ell \geq 0$ :

$$
h_{m, \ell} \ll q^{-2 m-\frac{3}{2} \ell} .
$$

Using the geometric series expansion of $(P(x) Q(y))^{-1}$ in the formula (23), we obtain

$$
\begin{aligned}
& a(m, \ell)= \sum_{\tilde{m}=0}^{3} \\
& \sum_{\tilde{l}=0}^{2}\left(\sum_{\substack{\left(m_{1}, m_{2}, m_{3}, m_{4}\right) \in \mathbb{Z}_{\geq 0}^{4} \\
m_{1}+m_{2}+m_{3}+m_{4}=m-\tilde{m}}} \alpha^{m_{1}+m_{2}-m_{3}-m_{4}} \beta^{m_{1}-m_{2}+m_{3}-m_{4}}\right)\left(\sum_{\substack{\left(l_{1}, l_{2}, l_{3}, l_{4}\right) \in \mathbb{Z}_{\geq 0}^{4} \\
l_{1}+l_{2}+l_{3}+l_{4}=\ell-\tilde{l}}} \alpha^{l_{1}-l_{3}} \beta^{l_{2}-l_{4}}\right) \\
& \times h_{\tilde{m}, \tilde{l}} q^{-2(m-\tilde{m})} q^{-\frac{3}{2}(\ell-\tilde{l})}
\end{aligned}
$$

Hence, because $|\alpha|=|\beta|=1$,

$$
\begin{equation*}
\left|a(m, \ell) q^{2 m+\frac{3}{2} \ell}\right| \leq \sum_{\tilde{m}=0}^{3} \sum_{\tilde{l}=0}^{2}(m-\tilde{m}+1)^{3}(\ell-\tilde{l}+1)^{3}\left|h_{\tilde{m}, \tilde{l}}\right| q^{2 \tilde{m}+\frac{3}{2} \tilde{l}}, \tag{24}
\end{equation*}
$$

and from Table 1 we see that $\left|h_{\tilde{m}, \tilde{l}}\right| q^{2 \tilde{m}+\frac{3}{2} \tilde{l}}$ is bounded above by an absolute and effective constant. This proves that

$$
B_{\phi, \Lambda}(h(\ell, m+c(\Lambda))) \ll(m+1)^{3}(\ell+1)^{3} q^{-2 m-\frac{3}{2} \ell}\left|B_{\phi, \Lambda}(h(0, c(\Lambda)))\right|
$$

where the implied constant is absolute and effective.

### 2.4. Bounding the local Bessel integral.

2.4.1. A set of coset representatives. As a starting point, we write down for each $m \geq 1$ a set of coset representatives for $F^{\times} U_{T}(m) \backslash T(F) \simeq F^{\times}\left(1+\mathfrak{p}^{m} \mathfrak{o}_{K}\right) \backslash K^{\times}$. Recall the definition of $\Delta_{0}$ from Section 2.1.4.

Lemma 2.3. For each integer $m>0$, let the sets $D$ and $S_{m}$ be as defined below.
(1) if $K / F$ is an unramified field extension, let $D=\{1\}$ and

$$
S_{m}=\left\{1+y \Delta_{0}: y \in \mathfrak{o} / \mathfrak{p}^{m}\right\} \cup\left\{x+\Delta_{0}: x \in \mathfrak{p} / \mathfrak{p}^{m}\right\}
$$

(2) if $K / F$ is a ramified field extension, choose $P_{0}=x_{0}+y_{0} \Delta_{0}=\left[\begin{array}{cc}x_{0} & y_{0} c \\ -y_{0} a & x_{0}-y_{0} b\end{array}\right]$ such that $x_{0}, y_{0} \in \mathfrak{o}$ and $\operatorname{det}\left(P_{0}\right) \in \varpi \mathfrak{o}^{\times}$(such a choice is possible by (20)). Let $D=\left\{1, P_{0}\right\}$ and

$$
S_{m}=\left\{1+y \Delta_{0}: y \in \mathfrak{o} / \mathfrak{p}^{m}\right\} .
$$

(3) if $K=F \times F$, recall that $\sqrt{d} \in \mathfrak{o}^{\times}, \frac{b+\sqrt{d}}{2} \in \mathfrak{o}$, and let $P_{0}=1+\frac{b+\sqrt{d}}{2 \sqrt{d}}(\varpi-1)+\frac{\varpi-1}{\sqrt{d}} \Delta_{0}$. Let $D=\left\{P_{0}^{n}: n \in \mathbb{Z}\right\}$ and

$$
S_{m}=\left\{1+\frac{b+\sqrt{d}}{2} y+y \Delta_{0}: y \in \mathfrak{o} / \mathfrak{p}^{m}, y \notin \frac{-1}{\sqrt{d}}+\mathfrak{p}\right\} .
$$

Then in each case the set $D S_{m}:=\left\{s_{1} s_{2}: s_{1} \in D, s_{2} \in S_{m}\right\}$ gives a complete set of representatives for the quotient $F^{\times} U_{T}(m) \backslash T(F)$.
Proof. It suffices to show that the image of $D$ under (10) or (11) gives a complete set of representatives for $F^{\times} \mathfrak{o}_{K}^{\times} \backslash K^{\times}$and the image of $S_{m}$ under (10) or (11) gives a complete set of representatives for $\mathfrak{o}^{\times}\left(1+\mathfrak{p}^{m} \mathfrak{o}_{K}\right) \backslash \mathfrak{o}_{K}^{\times}$.

Inert case: Assume $K / F$ is an unramified extension. Then $F^{\times} \mathfrak{o}_{K}^{\times}=K^{\times}$, which agrees with $D=\{1\}$. To show that the image of $S_{m}$ under (10) gives a complete set of representatives for $\mathfrak{o}^{\times}\left(1+\mathfrak{p}^{m} \mathfrak{o}_{K}\right) \backslash \mathfrak{o}_{K}^{\times}$, note first that $S_{m}$ has the correct cardinality by Lemma 3.5.3 of [Fur93] and each element of $S_{m}$ maps to $\mathfrak{o}_{K}^{\times}$. Using (20), it is easy to see any element of $\mathfrak{o}_{K}^{\times}$can upon multiplying by a suitable element of $\mathfrak{o}^{\times}\left(1+\mathfrak{p}^{m} \mathfrak{o}_{K}\right)$ be brought to one of the elements in the image of $S_{m}$. The proof is complete.

Ramified case: Assume $K / F$ is a ramified extension. Note that the image of $P_{0}$ under (10) is an uniformizer $\varpi_{K}$ of $\mathfrak{o}_{K}$. So $D$ maps onto $\left\{1, \varpi_{K}\right\} \simeq F^{\times} \mathfrak{o}_{K}^{\times} \backslash K^{\times}$. The proof that the image of $S_{m}$ under (10) gives a complete set of representatives for $\mathfrak{o}^{\times}\left(1+\mathfrak{p}^{m} \mathfrak{o}_{K}\right) \backslash \mathfrak{o}_{K}^{\times}$is essentially identical to the inert case.

Split case: Assume $K=F \times F$. A computation show that the image of $P_{0}$ under (11) is the element $(\varpi, 1)$. Therefore $D$ maps onto the set $\left\{\left(\varpi^{n}, 1\right): n \in \mathbb{Z}\right\}$ which is clearly a complete set of representatives for $F^{\times}\left(\mathfrak{o}^{\times} \times \mathfrak{o}^{\times}\right) \backslash\left(F^{\times} \times F^{\times}\right)$. Similarly, the image of $S_{m}$ under (11) is the set $\left\{(1+\sqrt{d} y, 1): y \in \mathfrak{o} / \mathfrak{p}^{m}, y \notin \frac{-1}{\sqrt{d}}+\mathfrak{p}\right\}$ which clearly gives a complete set of representatives for $\mathfrak{o}^{\times}\left(\left(1+\mathfrak{p}^{m} \mathfrak{o}\right) \times\left(1+\mathfrak{p}^{m} \mathfrak{o}\right)\right) \backslash\left(\mathfrak{o}^{\times} \times \mathfrak{o}^{\times}\right)$.
2.4.2. Some volume computations. We now calculate some volumes that will appear in our calculation of the local integral.

Lemma 2.4. Let $X, S$ be two $2 \times 2$ matrices. Then

$$
\operatorname{det}(X+S)=\operatorname{det}(X)+\operatorname{tr}\left({ }^{t} A_{S} X\right)+\operatorname{det}(S),
$$

where $A_{S}$ is the adjugate matrix of $S$. In particular, if $S$ is invertible, then

$$
\operatorname{det}(X+S)=\operatorname{det}(X)+(\operatorname{det} S) \operatorname{tr}\left(S^{-1} X\right)+\operatorname{det}(S)
$$

Proof. Say $X=\left[\begin{array}{ll}x & y \\ w & z\end{array}\right]$ and $S=\left[\begin{array}{ll}a & b \\ c & d\end{array}\right]$. Then

$$
\begin{aligned}
\operatorname{det}(X+S) & =(x+a)(z+d)-(y+b)(w+c) \\
& =(a d-b c)+(a z+x d-y c-w b)+(x z-y w) .
\end{aligned}
$$

Now

$$
\begin{aligned}
a z+x d-y c-w b & =\operatorname{tr}\left[\begin{array}{ccc}
x d-w b & * \\
* & a z-y c
\end{array}\right] \\
& =\operatorname{tr}\left(\left[\begin{array}{cc}
d & -b \\
-c & a
\end{array}\right]\left[\begin{array}{ll}
x & y \\
w & z
\end{array}\right]\right),
\end{aligned}
$$

which proves the first claim. The second claim comes from the identity

$$
{ }^{t} A_{S}=(\operatorname{det} S) S^{-1}
$$

Lemma 2.5. Let $a, b, c, d$ be integers. Let

$$
\mathcal{S}_{a, b, c, d}=\left\{\left[\begin{array}{ll}
x & y \\
y & z
\end{array}\right] \in M_{2}^{s y m}(F): v(x) \geq a, v(y) \geq b, v(z) \geq c, v\left(x z-y^{2}\right) \geq d\right\} .
$$

Then we have

$$
\operatorname{vol}\left(\mathcal{S}_{a, b, c, d}\right) \leq q^{-\max \{d / 2, b\}-\max \{d, a+c\}}+2 \max \{0, d-a-c\} q^{-d-b}
$$

Proof. We have $\mathcal{S}_{a, b, c, d} \subset S_{1} \cup S_{2}$ where

$$
S_{1}=\left\{\left[\begin{array}{ll}
x & y \\
y
\end{array}\right] \in M_{2}^{\operatorname{sym}}(F): v(x) \geq a, v(y) \geq b, v(z) \geq c, \min \{v(x z), 2 v(y)\} \geq d\right\}
$$

and

$$
S_{2}=\left\{\left[\begin{array}{ll}
x & y \\
y & z
\end{array}\right] \in M_{2}^{\operatorname{sym}}(F): v(x) \geq a, v(y) \geq b, v(z) \geq c, v(x z)<d, x z \in y^{2}+\mathfrak{p}^{d}\right\}
$$

Volume of $S_{1}$ : Let $j=\max \left\{b,\left\lceil\frac{d}{2}\right\rceil\right\}$, so that if $\left[\begin{array}{cc}x & y \\ y & z\end{array}\right] \in S_{1}$ then $y \in \mathfrak{p}^{j}$. If $a+c \geq d$ then we have

$$
\operatorname{vol}\left(S_{1}\right)=\operatorname{vol}\left(\mathfrak{p}^{a} \times \mathfrak{p}^{j} \times \mathfrak{p}^{c}\right) \leq q^{-\max \{d / 2, b\}-(a+c)}
$$

On the other hand, if $a+c<d$ then let $i=v(x)$. Since $v(x z) \geq d$, we must have $v(z) \geq d-i$, which becomes automatic from the condition $v(z) \geq c$ as soon as $i \geq d-c$. Thus we have

$$
\begin{aligned}
\operatorname{vol}\left(S_{1}\right) & =\operatorname{vol}\left(\mathfrak{p}^{j}\right)\left(\sum_{i=a}^{d-c-1} \operatorname{vol}\left(\varpi^{i} \mathfrak{o}^{\times} \times \mathfrak{p}^{d-i}\right)+\operatorname{vol}\left(\mathfrak{p}^{d-c} \times \mathfrak{p}^{c}\right)\right) \\
& =q^{j}\left((d-a-c)\left(1-q^{-1}\right) q^{-d}+q^{-d}\right) \leq(1+d-a-c) q^{-\max \{d / 2, b\}-d}
\end{aligned}
$$

Combining the cases $a+c \geq d$ and $a+c<d$ together, we find that

$$
\operatorname{vol}\left(S_{1}\right) \leq(1+\max \{0, d-a-c\}) q^{-\max \{d / 2, b\}-\max \{d, a+c\}}
$$

Volume of $S_{2}$ : Assume $\left[\begin{array}{cc}x & y \\ y & z\end{array}\right] \in S_{2}$ and let $i=v(x)$ and $j=v(y)$. Since $v(x z)<d$, the condition $x z \in y^{2}+\mathfrak{p}^{d}$ forces $2 j=i+v(z)<d$ and in particular $2 j-i \geq c$. Moreover, for fixed $x$, we must have $z \in \frac{y^{2}}{x}+\mathfrak{p}^{d-i}$. Therefore,

$$
\begin{aligned}
\operatorname{vol}\left(S_{2}\right) & =\sum_{j \geq b} \operatorname{vol}\left(\varpi^{j} \mathfrak{o}^{\times}\right) \sum_{i \geq a} \operatorname{vol}\left(\varpi^{i} \mathfrak{o}^{\times} \times \mathfrak{p}^{d-i}\right) \mathbb{1}_{\substack{2 j-i \geq c \\
2 j<d}} \\
& =\sum_{j=b}^{\left\lfloor\frac{d-1}{2}\right\rfloor}\left(1-q^{-1}\right) q^{-j} \sum_{i=a}^{2 j-c}\left(1-q^{-1}\right) q^{-d} \\
& \leq \max \{0, d-c-a\} q^{-b-d}
\end{aligned}
$$

Therefore, in total we have

$$
\begin{aligned}
\operatorname{vol}\left(\mathcal{S}_{a, b, c, d}\right) & \leq q^{-\max \{d / 2, b\}-\max \{d, a+c\}}+\max \{0, d-c-a\}\left(q^{-\max \{d / 2, b\}-d}+q^{-b-d}\right) \\
& \leq q^{-\max \{d / 2, b\}-\max \{d, a+c\}}+2 \max \{0, d-c-a\} q^{-b-d}
\end{aligned}
$$

Definition 2.6. Fix $j$ a non-negative integer. For $Y=\left[\begin{array}{ll}x & y \\ y & z\end{array}\right] \in M_{2}^{\text {sym }}(F)$, define

$$
M_{1}(Y ; j)=\min \{0, v(x)+j, v(y), v(z)\}
$$

and

$$
M_{2}(Y ; j)=\min \left\{0, j+v\left(x z-y^{2}\right), j+v(x), j+v(y), v(z)\right\}
$$

For future use, we note the following inequality, holding for all $Y \in M_{2}^{\text {sym }}(F)$

$$
\begin{equation*}
2 M_{1}(Y ; j) \leq M_{2}(Y, j) \leq M_{1}(Y ; j)+j \tag{25}
\end{equation*}
$$

The second inequality comes from

$$
M_{2}(Y, j) \leq \min \{0, j+v(x), j+v(y), v(z)\} \leq \min \{0, j+v(x), v(y), v(z)\}+j
$$

To establish the first inequality, observe that

$$
v\left(x z-y^{2}\right) \geq \min \{v(x)+v(z), 2 v(y)\}
$$

and thus

$$
M_{2}(Y, j) \geq \min \{0, v(x)+v(z)+j, 2 v(y), j+v(x), j+v(y), v(z)\} \geq 2 M_{1}(Y ; j)
$$

Lemma 2.7. For any integers $m_{1}, m_{2} \leq 0$ with $2 m_{1} \leq m_{2}$ define

$$
N\left(m_{1}, m_{2} ; j\right)=\left\{Y \in M_{2}^{\text {sym }}(F): M_{1}(Y ; j)=m_{1}, M_{2}(Y ; j)=m_{2}\right\}
$$

Then we have

$$
\operatorname{vol}\left(N\left(m_{1}, m_{2} ; j\right)\right) \leq\left(1+2 \min \left\{m_{2}-2 m_{1},-m_{2}\right\}\right) q^{-m_{1}-m_{2}+j}
$$

Proof. If $Y \in N\left(m_{1}, m_{2} ; j\right)$ then by definition of $M_{1}(Y ; j)$ we must have $v(x) \geq m_{1}-j$, and by definition of $M_{2}(Y ; j)$ we must also have $v(x) \geq m_{2}-j$. Thus $v(x) \geq \max \left\{m_{1}, m_{2}\right\}-j$. By the same reasoning, it follows that

$$
Y \in \mathcal{S}_{a, b, c, d}
$$

where

$$
a=\max \left\{m_{1}, m_{2}\right\}-j, b=\max \left\{m_{1}, m_{2}-j\right\}, c=\max \left\{m_{1}, m_{2}\right\}, d=m_{2}-j
$$

We have

$$
\max \{d / 2, b\}=\max \left\{m_{1}, m_{2}-j, \frac{m_{2}-j}{2}\right\}=\max \left\{m_{1}, \frac{m_{2}-j}{2}\right\} \geq m_{1}
$$

Moreover, using the fact that $m_{2} \leq 0$, we have by (25)

$$
\begin{aligned}
\max \{d, a+c\} & =\max \left\{m_{2}-j, 2 \max \left\{m_{1}, m_{2}\right\}-j\right\} \\
& =\max \left\{m_{2}, 2 m_{1}\right\}-j=m_{2}-j
\end{aligned}
$$

Thus, by Lemma 2.5, we obtain

$$
\operatorname{vol}\left(N\left(m_{1}, m_{2} ; j\right)\right) \leq\left(1+2 \min \left\{m_{2}-2 m_{1},-m_{2}\right\}\right) q^{-m_{1}-m_{2}+j}
$$

2.4.3. Proof of Proposition 2.2. Recall that $\pi$ is an irreducible, tempered, spherical representation, $\phi \in V_{\pi}$ is a spherical vector, and $\Lambda$ is a character of $K^{\times}$satisfying $\left.\Lambda\right|_{F^{\times}}=1$.

Our aim is to prove Proposition 2.2. We assume that $c(\Lambda) \geq 1$ because the case $c(\Lambda)=0$ is known by Theorem 2.1 of [DPSS20]. Our bound will follow from the calculation of explicit coset representatives in Lemma 2.3 together with a bound for the following stable integral. Given a positive integer $m$ and given $t \in T(F)$, we define

$$
J_{0}\left(\phi^{(0, m)}, t\right)=\int_{N(F)}^{\text {st }} \Phi_{\phi^{(0, m)}}(n t) \theta^{-1}(n) d n
$$

Proposition 2.8. Let $t \in T(F)$ and let $m$ be a positive integer. Write the Cartan decomposition

$$
\left[\begin{array}{lll}
\varpi^{-2 m} &  \tag{26}\\
& \varpi^{-m}
\end{array}\right] t\left[\begin{array}{cc}
\varpi^{2 m} & \\
& \varpi^{m}
\end{array}\right]=U D V
$$

with $U, V \in \mathrm{GL}_{2}(\mathfrak{o}), D=\left[\begin{array}{ll}\varpi^{i} & \\ & \varpi^{i+j}\end{array}\right]$ and $j \geq 0$. Then we have

$$
J_{0}\left(\phi^{(0, m)}, t\right) \ll(m+v(2)+j)^{5} q^{-3 m-\frac{j}{2}} .
$$

Proof. Since $\Phi_{\phi^{(0, m)}}$ is bi- $F^{\times} h(0, m) \mathrm{GSp}_{4}(\mathfrak{o}) h(0, m)^{-1}$-invariant, we have

$$
\begin{equation*}
J_{0}\left(\phi^{(0, m)}, t\right)=\lim _{k \rightarrow \infty} \sum_{\ell^{\prime}, m^{\prime}} \Phi_{\phi^{(0, m)}}\left(h\left(\ell^{\prime}, m^{\prime}\right)\right) \int_{N(\mathfrak{p}-k) \cap N\left(\ell^{\prime}, m^{\prime} ; m, t\right)} \theta^{-1}(n) d n \tag{27}
\end{equation*}
$$

where

$$
N\left(\ell^{\prime}, m^{\prime} ; m, t\right)=\left\{n \in N(F): h(0, m)^{-1} n t h(0, m) \in Z(F) \operatorname{GSp}_{4}(\mathfrak{o}) h\left(\ell^{\prime}, m^{\prime}\right) \operatorname{GSp}_{4}(\mathfrak{o})\right\} .
$$

Now let $n=\left[\begin{array}{cc}1 & X \\ & 1\end{array}\right] \in N(F)$. For convenience, define

$$
h(m)=\left[\begin{array}{ll}
\varpi^{2 m} & \\
& \varpi^{m}
\end{array}\right],
$$

so that

$$
h(0, m)=\left[\begin{array}{c}
h(m) \\
\\
\varpi^{2 m} h(m)^{-1}
\end{array}\right] .
$$

Then

$$
\begin{aligned}
& h(0, m)^{-1} n t h(0, m) \\
& =h(0, m)^{-1}\left[\begin{array}{cc}
1 & X \\
1
\end{array}\right]\left[\begin{array}{cc}
t \\
(\operatorname{det} t)^{t} t^{-1}
\end{array}\right] h(0, m) \\
& =\left[\begin{array}{ll}
h(m)^{-1} & \\
& \varpi^{-2 m} h(m)
\end{array}\right]\left[\begin{array}{cc}
1 & X \\
1
\end{array}\right]\left[\begin{array}{ll}
h(m) U D V h(m)^{-1} & (\operatorname{det} t) h(m)^{-1} U^{-1} D^{-1} t \\
& \\
=\left[\begin{array}{ll}
U & \\
& { }^{t} U^{-1}
\end{array}\right]
\end{array}\right]\left[\begin{array}{c}
D(\operatorname{det} t) Y D^{-1} \\
(\operatorname{det} t) D^{-1}
\end{array}\right]\left[\begin{array}{ll}
{ }^{V}{ }^{t} V^{-1}
\end{array}\right],
\end{aligned}
$$

where we have set $U^{-1}\left[\begin{array}{lll}\varpi^{-2 m} & & \\ & \varpi^{-m}\end{array}\right] X\left[\begin{array}{lll}1 & & \\ \varpi^{m}\end{array}\right]^{t} U^{-1}=Y=\left[\begin{array}{lll}\tilde{x} & \tilde{y} \\ \tilde{y} & \tilde{z}\end{array}\right]$. Note that there is a unit $u$ such that $\operatorname{det} t=\varpi^{2 i+j} u$, and

$$
\begin{aligned}
{\left[\begin{array}{c}
D(\operatorname{det} t) Y D^{-1} \\
(\operatorname{det} t) D^{-1}
\end{array}\right] } & =\left[\begin{array}{cc}
1 & Y \\
1
\end{array}\right]\left[\begin{array}{lll}
D & & (\operatorname{det} t) D^{-1}
\end{array}\right] \\
& =\varpi^{i}\left[\begin{array}{cc}
1 & Y \\
& 1
\end{array}\right]\left[\begin{array}{llll}
1 & & & \\
& \varpi^{j} & & \\
& & \varpi^{j} & \\
& & & \\
& & & \\
& & & \\
& & & \\
& & & \\
& & & \\
& & & u
\end{array}\right] .
\end{aligned}
$$

Thus, recalling Definition 2.6, by [DPSS20, Lemma 2.7] we have $n \in N\left(\ell^{\prime}, m^{\prime} ; m, t\right)$ if and only if

$$
\ell^{\prime}=j+2 M_{1}(Y ; j)-2 M_{2}(Y ; j)
$$

and

$$
m^{\prime}=M_{2}(Y ; j)-2 M_{1}(Y ; j) .
$$

Henceforth, set $m_{1}=-m^{\prime}-\frac{\ell^{\prime}}{2}+\frac{j}{2}$ and $m_{2}=j-m^{\prime}-\ell^{\prime}$, so that $n \in N\left(\ell^{\prime}, m^{\prime} ; m, t\right)$ if and only if $Y \in N\left(m_{1}, m_{2} ; j\right)$. Observe that

$$
\begin{aligned}
\operatorname{tr}(S X) & =\operatorname{tr}\left(S\left[\begin{array}{l}
\varpi^{2 m} \\
\varpi^{m}
\end{array}\right] U Y^{t} U\left[\begin{array}{l}
1 \\
\left.\varpi^{-m}\right]
\end{array}\right)\right. \\
& =\operatorname{tr}\left(S^{\prime} Y\right),
\end{aligned}
$$

where

$$
S^{\prime}={ }^{t} U\left[\begin{array}{ll}
1 & \varpi^{-m}
\end{array}\right] S\left[\begin{array}{ll}
\varpi^{2 m} & \\
& \varpi^{m}
\end{array}\right] U={ }^{t} U\left[\begin{array}{ll}
\varpi^{m} & 1
\end{array}\right] S\left[\begin{array}{ll}
\varpi^{m} & 1
\end{array}\right] U .
$$

Thus, changing variables $X \mapsto Y$, we have

$$
\begin{equation*}
\int_{N\left(\mathfrak{p}^{-k}\right) \cap N\left(\ell^{\prime}, m^{\prime} ; m, t\right)} \theta_{S}^{-1}(n) d n=q^{-3 m} I^{(k)}\left(m_{1}, m_{2} ; j\right) \tag{28}
\end{equation*}
$$

where

$$
I^{(k)}\left(m_{1}, m_{2} ; j\right)=\int_{N\left(m_{1}, m_{2} ; j\right) \cap S_{U}(k, m)} \psi\left(-\operatorname{tr}\left(S^{\prime} Y\right)\right) d Y
$$

and

$$
S_{U}(k, m)=U^{-1}\left[\begin{array}{ll}
\varpi^{-2 m} & \\
& \varpi^{-m}
\end{array}\right] M_{2}^{\text {sym }}\left(\mathfrak{p}^{-k}\right)\left[\begin{array}{lll}
1 & \varpi^{m}
\end{array}\right]^{t} U^{-1}
$$

Since

$$
\left|I^{(k)}\left(m_{1}, m_{2} ; j\right)\right| \leq \operatorname{vol}\left(N\left(m_{1}, m_{2} ; j\right)\right)
$$

by Lemma 2.7 we obtain

$$
\begin{equation*}
\left|\int_{N\left(\mathfrak{p}^{-k}\right) \cap N\left(\ell^{\prime}, m^{\prime} ; m, t\right)} \theta_{S}^{-1}(n) d n\right| \leq\left(1+2 \min \left\{m^{\prime}, \ell^{\prime}+m^{\prime}-j\right\}\right) q^{\frac{3}{2} \ell^{\prime}+2 m^{\prime}-\frac{j}{2}-3 m} \tag{29}
\end{equation*}
$$

By Macdonald's formula [DPSS20, Proposition 2.10] we have for all non-negative integers $\ell^{\prime}, m^{\prime}$

$$
\begin{equation*}
\Phi_{\phi^{(0, m)}}\left(h\left(\ell^{\prime}, m^{\prime}\right)\right)=\Phi_{\phi}\left(h\left(\ell^{\prime}, m^{\prime}\right)\right) \ll\left(m^{\prime}+\ell^{\prime}\right)^{2} q^{-\left(4 m^{\prime}+3 \ell^{\prime}\right) / 2} \tag{30}
\end{equation*}
$$

The bound (30) follows from the fact that the Macdonald's formula is essentially a double geometric sum in the Satake parameters, of length $\ll m^{\prime}+\ell^{\prime}$. Hence combining (30) and (29), every term in $(27)$ is $\ll\left(m^{\prime}+\ell^{\prime}\right)^{3} q^{-\frac{j}{2}-3 m}$. It remains to show that the series (27) is actually a finite sum.

From now on, assume that $m_{1}+j \leq-2 m-6-j-2 v(2)$. We claim that for $k$ large enough we have $I^{(k)}\left(m_{1}, m_{2} ; j\right)=0$. This is enough to prove the Proposition, because then only the terms with $0 \geq m_{1}>-2 m-6-2 j-2 v(2)$ will contribute to (27), but in view of inequality (25) these terms must also satisfy $0 \geq m_{2} \geq-4 m-12-4 j-4 v(2)$, and thus there are $\ll(m+v(2)+j)^{2}$ such terms.

We split the integral $I^{(k)}\left(m_{1}, m_{2} ; j\right)$ over the following two disjoint ranges:
(1) $v\left(\operatorname{tr}\left(S^{\prime} Y\right)\right)<-2$,
(2) $v\left(\operatorname{tr}\left(S^{\prime} Y\right)\right) \geq-2$.

For $i \in\{1,2\}$, let $I_{i}$ be the integral in the corresponding range. Range (1) is trivially stable by the change of variable $Y \mapsto \lambda Y$ for any $\lambda \in \mathfrak{o}^{\times}$. Thus

$$
I_{1}=\int \psi\left(-\lambda \operatorname{tr}\left(S^{\prime} Y\right)\right) d Y
$$

Integrating both sides with respect to $\lambda \in 1+\mathfrak{p}$ gives $I_{1}=0$.
Next, we claim that range (2) is stable by the change of variables $Y \mapsto Y+\varpi^{-1-v(2)} S^{\prime-1}$. To prove this, we have three conditions to check:
(1) We have

$$
v\left[\operatorname{tr}\left(S^{\prime}\left(Y+\varpi^{-1-v(2)} S^{\prime-1}\right)\right)\right]=v\left(\operatorname{tr}\left(S^{\prime} Y\right)+2 \varpi^{-1-v(2)}\right) \geq-2
$$

(2) We need to check that $M_{1}\left(Y+\varpi^{-1-v(2)} S^{\prime-1} ; j\right)=M_{1}(Y ; j)=m_{1}$. We have $\operatorname{det}\left(S^{\prime}\right)=$ $\varpi^{2 m} \operatorname{det}(S)=\varpi^{2 m} d$ and by Assumption 14,

$$
v\left(\operatorname{det}\left(S^{\prime}\right)\right) \leq 2 m+2
$$

Moreover, since the entries of $S$ are integers, it is clear from the definition that $S^{\prime}$ also has integer coefficients. Since

$$
S^{\prime-1}={\frac{1}{\operatorname{det} S^{\prime}}}^{t} A_{S^{\prime}}
$$

where $A_{S^{\prime}}$ is the adjugate matrix of $S^{\prime}$, it follows that all the entries of $\varpi^{-1-v(2)} S^{\prime-1}$ have valuation larger than $-2 m-3-v(2)$. Since we are assuming $M_{1}(Y ; j)=m_{1} \leq$ $-2 m-6-2 j-2 v(2)<-2 m-3-v(2)-j$, it follows that $M_{1}\left(Y+\varpi^{-1-v(2)} S^{\prime-1} ; j\right)=M_{1}(Y ; j)$, as required.
(3) We need to check that $M_{2}\left(Y+\varpi^{-1-v(2)} S^{\prime-1} ; j\right)=M_{2}(Y ; j)=m_{2}$. By Lemma 2.4 we have $\operatorname{det}\left(Y+\varpi^{-1-v(2)} S^{\prime-1}\right)=\operatorname{det}(Y)+\varpi^{-1-v(2)} \operatorname{det}\left(S^{\prime}\right)^{-1} \operatorname{tr}\left(S^{\prime} Y\right)+\varpi^{-2-2 v(2)} \operatorname{det}\left(S^{\prime}\right)^{-1}$.
In particular,

$$
v\left(\operatorname{det}\left(Y+\varpi^{-1-v(2)} S^{\prime-1}\right)\right)=v(\operatorname{det}(Y))
$$

unless $v(\operatorname{det}(Y)) \geq-2 m-5-2 v(2)$, in which case it does not contribute to $M_{2}(Y ; j)$ anyway since by (25), we have $M_{2}(Y ; j)=m_{2} \leq m_{1}+j<-2 m-5-j-2 v(2)$. In both cases, we have $M_{2}\left(Y+\varpi^{-1-v(2)} S^{\prime-1} ; j\right)=M_{2}(Y ; j)$.
Thus, we obtain

$$
I_{2}=\psi\left(2 \varpi^{-1-v(2)}\right) I_{2} .
$$

Since $2 \varpi^{-1-v(2)}$ generates $\mathfrak{p}^{-1} / \mathfrak{o}$ and since $\psi$ is trivial on $\mathfrak{o}$ but not trivial on $\mathfrak{p}^{-1}$, we have $\psi\left(2 \varpi^{-1-v(2)}\right) \neq 1$. This implies $I_{2}=0$.

We now proceed to prove Proposition 2.2 in all cases - split, inert and ramified. Until the end of the section, we set $m=c(\Lambda)$. We remind the reader that Assumptions 14 are in force throughout. By $U_{T}(m)$-invariance, we have

$$
\begin{equation*}
J_{\Lambda, \theta}\left(\phi^{(0, m)}\right)=\operatorname{vol}\left(\mathfrak{o}^{\times} \backslash U_{T}(m)\right) \sum_{i} \Lambda^{-1}\left(t_{i}\right) J_{0}\left(\phi^{(0, m)}, t_{i}\right), \tag{31}
\end{equation*}
$$

where the $i$-sum ranges over representatives $t_{i}$ of $F^{\times} U_{T}(m) \backslash T(F)$. Note that $\operatorname{vol}\left({ }^{\times} \times U_{T}(m)\right) \asymp$ $q^{-m}$.

Proof in the inert case: Assume $K / F$ is an unramified field extension. Let $t$ be a representative as in Lemma 2.3. Consider first the case

$$
t=\left[\begin{array}{cc}
1 & y c \\
-y a & 1-y b
\end{array}\right] .
$$

Write

$$
\left[\begin{array}{ll}
\varpi^{-2 m} & \\
& \varpi^{-m}
\end{array}\right] t\left[\begin{array}{ll}
\varpi^{2 m} & \\
& \varpi^{m}
\end{array}\right]=\left[\begin{array}{cc}
1 & \varpi^{-m} y c \\
-\varpi^{m} y a & 1-y b
\end{array}\right]=U D V
$$

as in (26). Noting that $v(y)-m \leq 0$, we have

$$
\begin{aligned}
i & =\min \{v(1), v(y)-m, v(y a)+m, v(1-y b)\} \\
& =v(y)-m .
\end{aligned}
$$

On the other hand, since $t \in S_{m}$ and the image of $S_{m}$ under (10) is contained in $\mathfrak{o}_{K}^{\times}$, we have

$$
2 i+j=v(\operatorname{det}(t))=v\left(\mathrm{~N}\left(1+y \delta_{0}\right)\right)=0 .
$$

Therefore

$$
j=2 m-2 v(y) .
$$

Thus by Proposition 2.8 we have $J_{0}\left(\phi^{(0, m)}, t\right) \ll(m+v(2))^{5} q^{-4 m+v(y)}$. Since there are $\asymp q^{m-v(y)}$ representatives of this form, their total contribution (taking into account the volume) to (31) is $\ll(m+v(2))^{5} q^{-4 m}$. Summing this over $0 \leq v(y) \leq m$ gives $\ll m(m+v(2))^{5} q^{-4 m}$. Next, consider the case

$$
t=\left[\begin{array}{cc}
x & c \\
-a & x-b
\end{array}\right]
$$

with $x \in \mathfrak{p}$. Then similarly as before, we find $i=-m$ and $2 i+j=0$. Thus by Proposition 2.8 we have $J_{0}\left(\phi^{(0, m)}, t\right) \ll(m+v(2))^{5} q^{-4 m}$. Since there are $\asymp q^{m-1}$ representatives of this form, their total contribution to $(31)$ is $\ll(m+v(2))^{5} q^{-4 m-1}$.

Adding up the contributions of all the representatives thus gives

$$
J_{\Lambda, \theta}\left(\phi^{(0, m)}\right) \ll m(m+v(2))^{5} q^{-4 m} .
$$

Proof in the ramified case: Now assume $K / F$ is a ramified field extension. Let $t$ be a representative as in Lemma 2.3. Consider first the case

$$
t=\left[\begin{array}{cc}
1 & y c \\
-y a & 1-y b
\end{array}\right] \in S_{m} .
$$

Then the exact same argument as in the inert case goes through. Next, consider the case

$$
t=\left(x_{0}+y_{0} \Delta_{0}\right)\left(1+y \Delta_{0}\right)=\left[\begin{array}{cc}
x_{0}-y y_{0} a c & c\left[y_{0}+y\left(x_{0}-y_{0} b\right)\right] \\
-a\left[y_{0}+y\left(x_{0}-y_{0} b\right)\right] \\
x_{0}+y\left[y_{0}\left(b^{2}-a c\right)-b x_{0}\right]-b y_{0}
\end{array}\right] .
$$

Recall that $x_{0}, y_{0}$ are any two elements of $\mathfrak{o}$ such that

$$
\begin{equation*}
v\left(x_{0}\left(x_{0}-y_{0} b\right)+y_{0}^{2} a c\right)=1 . \tag{32}
\end{equation*}
$$

We shall now choose some convenient $x_{0}, y_{0}$. Let us now distinguish some cases. Consider first the case $v(a)=1$. Then we can take $y_{0}=1$ and $x_{0}=y_{0} b$. Thus $v\left(\left[y_{0}+y\left(x_{0}-y_{0} b\right)\right]\right)=0$, and hence $i=-m$. Furthermore

$$
2 i+j=v(\operatorname{det}(t))=v\left(\operatorname{det}\left(P_{0}\right)\right)=1,
$$

and hence $j=2 m+1$. From there on, the argument proceeds as in the second case of the inert case, giving a final contribution $\ll(m+v(2))^{5} q^{-4 m-\frac{1}{2}}$

Next suppose $v(a)>1$. First, we claim that $v(b)=0$. Indeed, if $b=\varpi b^{\prime}$ with $b^{\prime} \in \mathfrak{o}$ then we have $d=\varpi^{2} d^{\prime}$ where $d^{\prime}=b^{\prime 2}-4 \frac{a}{\varpi^{2}} c \in \mathfrak{o}$ and thus $d$ does not generate the discriminant of $K / F$, contradicting Assumption 14. Thus we can take $y_{0}=1$ and $x_{0}=\varpi+b$. Then $v\left(y_{0}+y\left(x_{0}-y_{0} b\right)\right)=0$ again and the rest of the argument is the same as the case $v(a)=1$.

Finally consider the case $v(a)=0$. For (32) to hold, we must have $v\left(y_{0}\right)=v\left(x_{0}-y_{0} b\right)=$ 0 . Since $y \in \mathfrak{o} / \mathfrak{p}^{m}$, for each $0 \leq k \leq m$ there are exactly $q^{k}\left(1-q^{-1}\right)$ choices of $y$ such that $v\left(\left[y_{0}+y\left(x_{0}-y_{0} b\right)\right]\right)=k$. From there on, the argument proceeds as in the first case of the inert case, giving a final contribution $\ll m(m+v(2))^{5} q^{-4 m-\frac{1}{2}}$.

Adding up the contributions of all the representatives again gives

$$
J_{\Lambda, \theta}\left(\phi^{(0, m)}\right) \ll m(m+v(2))^{5} q^{-4 m} .
$$

Proof in the split case: Finally assume $K=F \times F$. We start with a technical lemma.
Lemma 2.9. Assume $v(2)>0$. Then we have $v(\sqrt{d}-b), v(\sqrt{d}+b) \geq v(2)$.
Proof. We have $d \in b^{2}+4 \mathfrak{o}$ thus

$$
\begin{equation*}
v(\sqrt{d}+b)+v(\sqrt{d}-b) \geq v(4) \tag{33}
\end{equation*}
$$

But

$$
\begin{equation*}
v(\sqrt{d}+b)=v(\sqrt{d}-b+2 b) \geq \min \{v(2), v(\sqrt{d}-b)\} . \tag{34}
\end{equation*}
$$

If $v(\sqrt{d}-b) \leq v(2)$ then equation (33) implies $v(\sqrt{d}+b) \geq v(2)$, while if $v(\sqrt{d}-b) \geq v(2)$ then equation (34) implies $v(\sqrt{d}+b) \geq v(2)$. The same reasoning gives $v(\sqrt{d}-b) \geq v(2)$.

Now let $t$ be a representative as in Lemma 2.3, and write $t=x+y \Delta=\left[\begin{array}{cc}x+y \frac{b}{2} & y c \\ -y a & x-y \frac{b}{2}\end{array}\right]$ for some $x, y \in F$. Since by (11) the image of $P_{0}$ is $\left(\varpi^{n}, 1\right)$ and the image of $S_{m}$ is $\left(\mathfrak{o} / \mathfrak{p}^{m}\right)^{\times} \times\{1\}$, we have

$$
\left\{\begin{array}{l}
x+y \frac{\sqrt{d}}{2}=\varpi^{k} u, \\
x-y \frac{\sqrt{d}}{2}=1
\end{array}\right.
$$

for some $k \in \mathbb{Z}$ and $u \in\left(\mathfrak{o} / \mathfrak{p}^{m}\right)^{\times}$. Equivalently,

$$
\left\{\begin{array}{l}
x=\frac{w^{k} u+1}{\alpha^{k}}, \\
y=\frac{w^{k} u-1}{\sqrt{d}}
\end{array}\right.
$$

We start with the case $k<0$. Then $v(y)=k$. Furthermore, we claim that $v\left(x \pm y \frac{b}{2}\right) \geq k$. If $v(2)=0$ this is obvious. On the other hand, we have

$$
\begin{aligned}
x+y \frac{b}{2} & =\frac{\varpi^{k} u+1}{2}+b \frac{\varpi^{k} u-1}{2 \sqrt{d}} \\
& =\frac{(\sqrt{d}+b) \varpi^{k} u+(\sqrt{d}-b)}{2 \sqrt{d}} .
\end{aligned}
$$

If $v(2)>0$, Lemma 2.9 proves the claim, and similarly for $x-y \frac{b}{2}$. It follows that

$$
\begin{aligned}
i & =\min \left\{v\left(x+y \frac{b}{2}\right), v(y)-m, v(y a)+m, v\left(x-y \frac{b}{2}\right)\right\} \\
& =k-m
\end{aligned}
$$

Moreover, we have

$$
2 i+j=v\left(x^{2}-\frac{d}{4} y^{2}\right)=v\left(\varpi^{k} u\right)=k .
$$

Therefore, $j=2 m-k$ and by Proposition 2.8 we have

$$
J_{0}\left(\phi^{(0, m)}, t\right) \ll(m+v(2)-k)^{5} q^{-4 m+\frac{k}{2}} .
$$

Summing over $k<0$ and $u \in\left(\mathfrak{o} / \mathfrak{p}^{m}\right)^{\times}$and multiplying by $\operatorname{vol}\left(\mathfrak{o}^{\times} \backslash U_{T}(m)\right)$ gives a contribution $\ll(m+v(2))^{5} q^{-4 m-\frac{1}{2}}$.

Consider now the case $k>0$. Then $v(y)=0$ and, by the same reasoning as as above, $v\left(x \pm y \frac{b}{2}\right) \geq$ 0 , hence

$$
i=-m
$$

and

$$
2 i+j=k
$$

Therefore, $j=2 m+k$, and from then on this case is completely analogous to the case $k<0$ after changing $k$ to $-k$.

Finally, consider the case $k=0$. We again have $v\left(x \pm y \frac{b}{2}\right) \geq 0$. Since we can always choose the representative $u \in\left(\mathfrak{o} / \mathfrak{p}^{m}\right)^{\times}$such that $v(y) \leq m$, it follows that $i=v(y)-m$ and $2 i+j=0$. Therefore by Proposition 2.8 we have

$$
J_{0}\left(\phi^{(0, m)}, t\right) \ll(m+v(2))^{5} q^{-4 m+v(y)} .
$$

Since there are $\asymp q^{m-v(y)}$ such representatives, we get as before a contribution $\ll m(m+v(2))^{5} q^{-4 m}$.
Adding up the contributions of all the representatives thus gives

$$
J_{\Lambda, \theta}\left(\phi^{(0, m)}\right) \ll m(m+v(2))^{5} q^{-4 m} .
$$

## 3. Bounds on Fourier coefficients and sup-norms of Siegel cusp forms

In this section we relate the Fourier coefficients of Siegel cusp forms of degree 2 to global Bessel coefficients and the local quantities studied in the previous section. We go on to prove the main theorems stated in the introduction.
3.1. Siegel cusp forms and representations. We begin with recalling classical Siegel cusp forms and their adelizations. For brevity, denote $G(R):=\operatorname{GSp}_{4}(R)$ for each ring $R$ and let $\Gamma=\operatorname{Sp}_{4}(\mathbb{Z})$. Let $k$ be a positive integer.

Let $S_{k}(\Gamma)$ be the space of holomorphic Siegel cusp forms of degree 2 and weight $k$ with respect to $\Gamma$. Hence, if $F \in S_{k}(\Gamma)$, then for all $\gamma \in \Gamma$ we have $\left.F\right|_{k} \gamma=F$, where

$$
\begin{equation*}
\left(\left.F\right|_{k} g\right)(Z):=\mu(g)^{k} j(g, Z)^{-k} F(g\langle Z\rangle) \tag{35}
\end{equation*}
$$

for $g \in G(\mathbb{R})^{+}$and $Z \in \mathbb{H}_{2}$, the Siegel upper half space; moreover $F$ vanishes at the cusps. For a precise formulation of this cusp vanishing condition, see [Fre91, I.4.6]; for definitions and basic properties of Siegel cusp forms we refer the reader to [AZ95].

For $F \in S_{k}(\Gamma)$, we define the adelization $\phi_{F}$ of $F$ to be the function on $G(\mathbb{A})$ defined by

$$
\begin{equation*}
\left.\left.\phi_{F}\left(\gamma h_{\infty} k_{0}\right)=\mu\left(h_{\infty}\right)^{k} j\left(h_{\infty}, i I_{2}\right)\right)^{-k} F\left(h_{\infty}\left\langle i I_{2}\right\rangle\right)\right) \tag{36}
\end{equation*}
$$

where $\gamma \in G(\mathbb{Q}), h_{\infty} \in G(\mathbb{R})^{+}$and $k_{0} \in \prod_{p<\infty} G\left(\mathbb{Z}_{p}\right)$. Then $\phi_{F}$ is a well-defined function on the whole of $G(\mathbb{A})$ by strong approximation, and is a cuspidal automorphic form.

It is well-known that $\phi_{F}$ generates an irreducible representation if and only if $F$ is an eigenform of all the Hecke operators [NPS13]. We denote this representation by $\pi_{F}$. Now suppose that $F$ is a Hecke eigenform. Since $F$ is of full level, it is either of general type or of Saito-Kurokawa type (see, e.g., Proposition 2.3.1 of [PS22]). The representation $\pi_{F}$ is an irreducible cuspidal automorphic representation of $G(\mathbb{A})$ of trivial central character; writing $\pi_{F}=\otimes_{v} \pi_{v}$, we have

- The archimedean component $\pi_{\infty}$ is a holomorphic discrete series representation with scalar minimal $K$-type determined by the weight $k$.
- If $F$ is of Saito-Kurokawa type, then for a prime number $p$, the representation $\pi_{p}$ is of type IIb according to Table A. 1 of [RS07]. Note that these are non-tempered, non-generic representations.
- If $F$ is of general type, then for a prime number $p, \pi_{p}$ is a tempered representation of Type I in the notation of [RS07].
For $F \in S_{k}(\Gamma)$ we define the Petersson norm

$$
\begin{equation*}
\|F\|_{2}^{2}=\langle F, F\rangle=\int_{\Gamma \backslash \mathbb{H}_{2}}|F(Z)|^{2}(\operatorname{det} Y)^{k-3} d X d Y \tag{37}
\end{equation*}
$$

For any $\phi \in L^{2}\left(\mathbb{A}^{\times} G(\mathbb{Q}) \backslash G(\mathbb{A})\right)$, let $\langle\phi, \phi\rangle=\int_{\mathbb{A}^{\times}} G(\mathbb{Q}) \backslash G(\mathbb{A})|\phi(g)|^{2} d g$. We have the convenient relation

$$
\begin{equation*}
\frac{\langle F, F\rangle}{\operatorname{vol}\left(\operatorname{Sp}(4, \mathbb{Z}) \backslash \mathbb{H}_{2}\right)}=\frac{\left\langle\phi_{F}, \phi_{F}\right\rangle}{\operatorname{vol}(Z(\mathbb{A}) G(\mathbb{Q}) \backslash G(\mathbb{A}))} ; \tag{38}
\end{equation*}
$$

c.f. Section 4.1 of [AS01].
3.2. Bessel periods and Fourier coefficients. Given a fundamental discriminant $d<0$, define

$$
S_{d}=\left\{\begin{array}{lll}
{\left[\begin{array}{cc}
-\frac{d}{4} & 0 \\
0 & 1
\end{array}\right]} & \text { if } d \equiv 0 & (\bmod 4)  \tag{39}\\
{\left[\begin{array}{cc}
\frac{1-d}{4} & \frac{1}{2} \\
\frac{1}{2} & 1
\end{array}\right]} & \text { if } d \equiv 1 & (\bmod 4)
\end{array}\right.
$$

Given $S_{d}$ as above, let the group $T_{d}=T_{S_{d}}$ over $\mathbb{Q}$ be defined in the same way as in (12). So $T_{d} \simeq K^{\times}$where $K=\mathbb{Q}(\sqrt{d})$. Note that the matrix $S_{d}$ above satisfies the standard assumptions (14) at every finite prime.

Let $\psi: \mathbb{Q} \backslash \mathbb{A} \rightarrow \mathbb{C}^{\times}$be the character such that $\psi(x)=e^{2 \pi i x}$ if $x \in \mathbb{R}$ and $\psi(x)=1$ for $x \in \mathbb{Z}_{p}$. One obtains a character $\theta_{S_{d}}$ of $N(\mathbb{Q}) \backslash N(\mathbb{A})$ by $\theta_{S_{d}}\left(\left[\begin{array}{cc}1 & X \\ 1\end{array}\right]\right)=\psi\left(\operatorname{Tr}\left(S_{d} X\right)\right)$. Let $\Lambda$ be a character of
$K^{\times} \backslash \mathbb{A}_{K}^{\times}$such that $\left.\Lambda\right|_{\mathbb{A} \times}=1$. Then for a measurable function $\phi: \mathbb{A}^{\times} G(\mathbb{Q}) \backslash G(\mathbb{A}) \rightarrow \mathbb{C}$, we define the Bessel period

$$
\begin{equation*}
B(\phi, \Lambda)=\int_{\mathbb{A}^{\times} T_{d}(\mathbb{Q}) \backslash T_{d}(\mathbb{A})} \int_{N(\mathbb{Q}) \backslash N(\mathbb{A})} \phi(t n) \Lambda^{-1}(t) \theta_{S_{d}}^{-1}(n) d n d t, \tag{40}
\end{equation*}
$$

where we give the adelic groups the Tamagawa measure.
In the special case where $\phi=\phi_{F}$ with $F$ a Siegel cusp form of degree 2 , the function $B\left(\phi_{F}, \Lambda\right)$ captures information about all the Fourier coefficients of $F$. Let us now make this precise. Let $F \in S_{k}(\Gamma)$. Then $F$ has a Fourier expansion

$$
\begin{equation*}
F(Z)=\sum_{T \in \Lambda_{2}} a(F, T) e^{2 \pi i \operatorname{Tr}(T Z)} \tag{41}
\end{equation*}
$$

with

$$
\Lambda_{2}=\left\{\left[\begin{array}{cc}
a & b / 2  \tag{42}\\
b / 2 & c
\end{array}\right]: \quad a, b, c \in \mathbb{Z}, \quad a>0, \quad d:=b^{2}-4 a c<0\right\} .
$$

For a matrix $T=\left[\begin{array}{cc}a & b / 2 \\ b / 2 & c\end{array}\right] \in \Lambda_{2}$, we distinguish its content $c(T)=\operatorname{gcd}(a, b, c)$ and discriminant $\operatorname{disc}(T)=-4 \operatorname{det}(T)$. Clearly, $c(T)^{2}$ divides $\operatorname{disc}(T)$.

From the invariance property of $F$, we easily see that its Fourier coefficients satisfy the relation

$$
\begin{equation*}
a(F, T)=a\left(F,{ }^{t} A T A\right) \tag{43}
\end{equation*}
$$

for any $A \in \mathrm{SL}_{2}(\mathbb{Z})$. Therefore, for $T_{1}, T_{2} \in \Lambda_{2}$, we consider an equivalence relation

$$
T_{1} \sim T_{2} \quad \Longleftrightarrow \quad \text { there exists } A \in \mathrm{SL}_{2}(\mathbb{Z}) \text { such that }{ }^{t} A T_{1} A=T_{2}
$$

and say that the matrices $T_{1}, T_{2}$ satisfying this relation are $\mathrm{SL}_{2}(\mathbb{Z})$-equivalent. The equivalence class of $T$ will be denoted by $[T]$. Note that:

- the Fourier coefficient $a(F, T)$ depends only on the $\mathrm{SL}_{2}(\mathbb{Z})$-equivalence class of $T$;
- if $T_{1} \sim T_{2}$, then $\operatorname{disc}\left(T_{1}\right)=\operatorname{disc}\left(T_{2}\right)$ and $c\left(T_{1}\right)=c\left(T_{2}\right)$.

Given any $T \in \Lambda_{2}$, it is clear that there exists a fundamental discriminant $d<0$ and positive integers $L, M$ such that $c(T)=L, \operatorname{disc}(T)=d L^{2} M^{2}$; furthermore $d, L, M$ are uniquely determined by $T$. For a fundamental discriminant $d<0$ and positive integers $L, M$, we let $H\left(d M^{2} ; L\right)$ denote the set of $\mathrm{SL}_{2}(\mathbb{Z})$-equivalence classes of matrices in $\Lambda_{2}$ such that $c(T)=L$ and $\operatorname{disc}(T)=d L^{2} M^{2}$. It is clear that given $[X] \in H\left(d M^{2} ; L\right)$ and $F \in S_{k}(\Gamma)$, the notation $a(F,[X])$ is well-defined.

We define

$$
\mathrm{Cl}_{d}(M)=T_{d}(\mathbb{A}) / T_{d}(\mathbb{Q}) T_{d}(\mathbb{R}) \prod_{p<\infty} U_{T_{d}}\left(m_{p}\right)
$$

where we write $M=\prod_{p<\infty} p^{m_{p}}$ and the subgroup $U_{T_{d}}\left(m_{p}\right) \subset T_{d}\left(\mathbb{Z}_{p}\right)$ is defined in Section 2.1.4. It is well known that $\mathrm{Cl}_{d}(M)$ can be naturally identified with the class group of the unique order of discriminant $D=d M^{2}$ in $\mathbb{Q}(\sqrt{d})$; in particular, $\mathrm{Cl}_{d}(1)$ is canonically isomorphic to the ideal class group of $\mathbb{Q}(\sqrt{d})$. From Proposition 5.3 of $[P S S 17]$ we have $\left|\mathrm{Cl}_{d}(M)\right|=\frac{M}{u(d)}\left|\mathrm{Cl}_{d}(1)\right| \prod_{p \mid M}\left(1-\left(\frac{d}{p}\right) p^{-1}\right)$ where $u(-3)=3, u(-4)=2$ and $u(d)=1$ for other $d$. In particular this shows that

$$
\begin{equation*}
\left(|d|^{1 / 2} M\right)^{1-\epsilon}<_{\epsilon}\left|\mathrm{Cl}_{d}(M)\right|<_{\epsilon}\left(|d|^{1 / 2} M\right)^{1+\epsilon} . \tag{44}
\end{equation*}
$$

Section 5 of [PSS17] constructs for each $c \in T_{d}(\mathbb{A})$ a matrix $\phi_{L, M}(c) \in \Lambda_{2}$ such that $\phi_{L, M}(c)=$ $\left[\begin{array}{ll}L & L\end{array}\right]\left[\begin{array}{cc}M & 1\end{array}\right] S_{c}\left[\begin{array}{ll}M & 1\end{array}\right]$ with $\operatorname{disc}\left(S_{c}\right)=d$ and the (2,2)-coefficient of $S_{c}$ is 1 modulo $M$; this implies that

$$
c\left(\phi_{L, M}(c)\right)=L, \quad \operatorname{disc}\left(\phi_{L, M}(c)\right)=d L^{2} M^{2} .
$$

The matrix $\phi_{L, M}(c)$ depends on some choices, but its class in $H\left(d M^{2} ; L\right)$ is independent of those choices. We recall a result from [PSS17].

Lemma 3.1 (Prop 5.3 of [PSS17]). For each pair of positive integers $L, M$, the map $c \mapsto\left[\phi_{L, M}(c)\right]$ gives a bijection from $\mathrm{Cl}_{d}(M)$ to $H\left(d M^{2} ; L\right)$.

$$
\text { Write } L=\prod_{p<\infty} p^{\ell_{p}}, M=\prod_{p<\infty} p^{m_{p}} \text {. Define the element } H(L, M) \in G(\mathbb{A}) \text { via }
$$

$$
H(L, M)_{p}:=\left\{\begin{array}{ll}
h_{p}\left(\ell_{p}, m_{p}\right), & p \mid L M \\
1, & p \nmid L M \text { or } p=\infty
\end{array},\right.
$$

where the element $h_{p}\left(\ell_{p}, m_{p}\right)$ was defined in (21); note that we now add the subscript $p$ to avoid confusion. For an automorphic form $\phi$ on $G(\mathbb{A})$, we let $\phi^{L, M}$ be the automorphic form obtained by right-translation by $H(L, M)$, i.e., $\phi^{L, M}(g):=\phi(g H(L, M))$, for all $g \in G(\mathbb{A})$. We can now state the relation between Bessel coefficients and Fourier coefficients.
Lemma 3.2. Let $F \in S_{k}(\Gamma)$ and $\phi_{F}$ be its adelization. For any character $\Lambda$ of $\mathrm{Cl}_{d}(M)$, we have

$$
B\left(\phi_{F}^{L, M}, \Lambda\right)=\frac{2}{\left|\mathrm{Cl}_{d}(M)\right|}(L M)^{-k} e^{-2 \pi \operatorname{Tr}\left(S_{d}\right)} \sum_{c \in \mathrm{Cl}_{d}(M)} \Lambda^{-1}(c) a\left(F, \phi_{L, M}(c)\right) .
$$

Proof. This is a standard calculation; see, e.g., the proof of [Mar21, Theorem 3].
Applying orthogonality relations and noting the bijection between $\mathrm{Cl}_{d}(M)$ and $H\left(d M^{2} ; L\right)$, we obtain the key formula

$$
\begin{equation*}
\sum_{[T] \in H\left(d M^{2} ; L\right)}|a(F,[T])|^{2}=\frac{1}{4}(L M)^{2 k} e^{4 \pi \operatorname{Tr}\left(S_{d}\right)}\left|\mathrm{Cl}_{d}(M)\right| \sum_{\Lambda \in \overline{\mathrm{Cl}_{d}(M)}}\left|B\left(\phi_{F}^{L, M}, \Lambda\right)\right|^{2} . \tag{45}
\end{equation*}
$$

3.3. The refined GGP identity and bounds on Fourier coefficients. In the case that $F \in$ $S_{k}(\Gamma)$ is a Hecke eigenform, we can refine the formula (45). In this case, the adelization of $F$ generates an irreducible automorphic representation $\pi_{F}$. Let $K=\mathbb{Q}(\sqrt{d})$ and $\Lambda$ be a character of $K^{\times} \backslash \mathbb{A}_{K}^{\times}$such that $\left.\Lambda\right|_{\mathbb{A}^{\times}}=1$. Liu [Liu16] formulated a precise refinement of the Gan-Gross-Prasad conjecture for ( $\mathrm{SO}(5), \mathrm{SO}(2))$ which applies in particular to the Bessel periods $B(\phi, \Lambda)$ where $\phi$ is any automorphic form in the space of $\pi_{F}$. Recently Furusawa and Morimoto have proved this conjecture [FM22] for tempered representations; in particular their result applies to $\pi_{F}$ whenever $F$ is not of Saito-Kurokawa type (the Saito-Kurokawa case is easier and can be dealt with separately; see, e.g., [Qiu21]).
Theorem 3.3 (Furusawa-Morimoto, Theorem 1.2 of [FM22]). Let $\pi_{F}=\otimes_{v} \pi_{v}$ and $\Lambda$ be as above and assume that $\pi_{F}$ is tempered. Let $\phi=\otimes_{v} \phi_{v}$ be an automorphic form in the space of $\pi_{F}$. Let $S$ be a set of places including the archimedean place such that $\pi_{v}, K_{v}, \phi_{v}$, and $\Lambda_{v}$ are all unramified for $v \notin S$. Then

$$
\begin{equation*}
\frac{|B(\phi, \Lambda)|^{2}}{\langle\phi, \phi\rangle}=\frac{C_{T}}{S_{\pi_{F}}} \frac{\xi(2) \xi(4) L^{S}\left(1 / 2, \pi_{F} \times \mathcal{A I}\left(\Lambda^{-1}\right)\right)}{L^{S}\left(1, \pi_{F}, \operatorname{Ad}\right) L^{S}\left(1, \chi_{d}\right)} \prod_{v \in S} J_{\Lambda_{v}, \theta_{v}}\left(\phi_{v}\right), \tag{46}
\end{equation*}
$$

where $\xi(s)=\pi^{-s / 2} \Gamma(s / 2) \zeta(s)$ denotes the completed Riemann zeta function, $C_{T}$ is a constant relating our choice of local and global Haar measures, $S_{\pi_{F}}$ denotes a certain integral power of 2, related to the Arthur parameter of $\pi_{F}$, and $J_{\Lambda_{v}, \theta_{v}}\left(\phi_{v}\right)$ equals the local Bessel integral defined in Section 2.1.3.

Proposition 3.4. Let $F \in S_{k}(\Gamma)$ and let $\phi_{F}$ be its adelization. Assume that $F$ is not a SaitoKurokawa lift and let $\pi_{F}$ be the automorphic representation generated by $F$. Let $L, M$ be positive integers and let $\Lambda$ be a character of $\mathrm{Cl}_{d}(M)$. Then

$$
\frac{\left|B\left(\phi_{F}^{L, M}, \Lambda\right)\right|^{2}}{\left\langle\phi_{F}, \phi_{F}\right\rangle}<_{\epsilon} \frac{(L M d)^{\epsilon}}{M^{4} L^{3}} \frac{(4 \pi)^{2 k}|d|^{k-2} e^{-4 \pi \operatorname{Tr}\left(S_{d}\right)}}{\Gamma(2 k-1)} \frac{L\left(1 / 2, \pi_{F} \times \mathcal{A} \mathcal{I}\left(\Lambda^{-1}\right)\right)}{L\left(1, \pi_{F}, \mathrm{Ad}\right)}
$$

Proof. We return to the setup of Section 3.2 but assume also that $F$ is a Hecke eigenform. Write $\phi_{F}=\otimes_{v} \phi_{v}, \pi_{F}=\otimes_{v} \pi_{v}$ and $\phi_{F}^{L, M}=\otimes_{v} \phi_{v}^{\left(l_{v}, m_{v}\right)}$. By the uniqueness of local and global Bessel functions, we have the following relation (see also Lemma 5 in [Mar21]).

$$
\begin{equation*}
B\left(\phi_{F}^{L, M}, \Lambda\right)=\left(\prod_{p \mid L M} \frac{B_{\phi_{p}, \Lambda_{p}}\left(h_{p}\left(\ell_{p}, m_{p}\right)\right)}{B_{\phi_{p}, \Lambda_{p}}\left(h_{p}\left(0, c\left(\Lambda_{p}\right)\right)\right)}\right) B\left(\phi_{F}^{1, C(\Lambda)}, \Lambda\right) \tag{47}
\end{equation*}
$$

where $C(\Lambda)=\prod_{p \mid M} p^{c\left(\Lambda_{p}\right)}$. Using Proposition 2.1, we therefore obtain

$$
\begin{equation*}
\left|B\left(\phi_{F}^{L, M}, \Lambda\right)\right|^{2}<_{\epsilon}(L M)^{\epsilon} \frac{C(\Lambda)^{4}}{M^{4} L^{3}}\left|B\left(\phi_{F}^{1, C(\Lambda)}, \Lambda\right)\right|^{2} . \tag{48}
\end{equation*}
$$

On the other hand, using (46), Proposition 2.2, and the computation $C_{T} J_{\infty} \asymp \frac{(4 \pi)^{2 k} \mid d k^{k-2} e^{-4 \pi \operatorname{Tr}\left(S_{d}\right)}}{\Gamma(2 k-1) L\left(1, \chi_{d}\right)}$ which follows from [DPSS20, Sec. 3.5] we have

$$
\begin{equation*}
\frac{\left|B\left(\phi_{F}^{1, C(\Lambda)}, \Lambda\right)\right|^{2}}{\left\langle\phi_{F}, \phi_{F}\right\rangle} \ll \epsilon_{\epsilon} C(\Lambda)^{-4+\epsilon} \frac{(4 \pi)^{2 k}|d|^{k-2} e^{-4 \pi \operatorname{Tr}\left(S_{d}\right)}}{\Gamma(2 k-1)} \frac{L\left(1 / 2, \pi_{F} \times \mathcal{A} \mathcal{I}\left(\Lambda^{-1}\right)\right)}{L\left(1, \pi_{F}, \operatorname{Ad}\right) L\left(1, \chi_{d}\right)^{2}} \tag{49}
\end{equation*}
$$

The proof follows by combining (48), (49) and the well-known fact $L\left(1, \chi_{d}\right)>_{\epsilon}|d|^{-\epsilon}$.
We are ready to prove our main theorem.
Theorem 3.5. Let $F \in S_{k}(\Gamma)$ be a Hecke eigenform that is not a Saito-Kurokawa lift and let $\pi_{F}$ be the automorphic representation generated by $F$. Let $d<0$ be a fundamental discriminant and let $L, M$ be positive integers.
(1) For each character $\Lambda$ of $\mathrm{Cl}_{d}(M)$, we have

$$
\left|\sum_{c \in \mathrm{Cl}_{d}(M)} \Lambda(c) a\left(F, \phi_{L, M}(c)\right)\right|^{2}<_{\epsilon}\langle F, F\rangle \frac{(4 \pi)^{2 k} L^{2 k-3+\epsilon}\left|d M^{2}\right|^{k-1+\epsilon}}{\Gamma(2 k-1)} \frac{L\left(1 / 2, \pi_{F} \times \mathcal{A I}(\Lambda)\right)}{L\left(1, \pi_{F}, \mathrm{Ad}\right)} .
$$

(2) We have the bound

$$
\sum_{[T] \in H\left(d M^{2} ; L\right)}|a(F,[T])|^{2}<_{\epsilon}\langle F, F\rangle \frac{(4 \pi)^{2 k}}{\Gamma(2 k-1)} L^{2 k-3+\epsilon}\left|d M^{2}\right|^{k-\frac{3}{2}+\epsilon} \sum_{\Lambda \in \overline{\mathrm{Cl}_{d}(M)}} \frac{L\left(1 / 2, \pi_{F} \times \mathcal{A} \mathcal{I}(\Lambda)\right)}{L\left(1, \pi_{F}, \mathrm{Ad}\right)} .
$$

Proof. The first assertion follows from (38), (44), Lemma 3.2 and Proposition 3.4. The second assertion follows from (38), (44), (45) and Proposition 3.4.

Remark 3.6. Note that Theorem 1.1 is just a restatement of part (2) of Theorem 3.5. In the terminology of Theorem 1.1 we have $D=d M^{2}, H_{D}=\mathrm{Cl}_{d}(M)$.

Corollary 3.7. Let $F \in S_{k}(\Gamma)$ be a Hecke eigenform that is not a Saito-Kurokawa lift. Let $d<0$ be a fundamental discriminant and $M$ a positive integer. Assume that for some real numbers $\alpha, \beta$, the bound

$$
\begin{equation*}
\frac{L\left(1 / 2, \pi_{F} \times \mathcal{A I}(\Lambda)\right)}{L\left(1, \pi_{F}, \operatorname{Ad}\right)}<_{\epsilon} k^{\alpha+\epsilon}\left(|d| M^{2}\right)^{\beta+\epsilon} \tag{50}
\end{equation*}
$$

holds for all $\Lambda \in \mathrm{Cl}_{d}(M)$. Then

$$
\frac{1}{\langle F, F\rangle} \sum_{[T] \in H\left(d M^{2} ; L\right)}|a(F,[T])|^{2}<_{\epsilon} \frac{k^{1 / 2+\alpha+\epsilon}(2 \pi)^{2 k}}{\Gamma(k)^{2}} L^{-1}\left|d M^{2} L^{2}\right|^{k-1+\beta+\epsilon} .
$$

Furthermore, for any $T \in \Lambda_{2}$, we have

$$
\frac{|a(F, T)|}{\|F\|_{2}} \lll{ }_{\epsilon} \frac{k^{\frac{1}{4}+\frac{\alpha}{2}}(4 \pi)^{k}}{\Gamma(k)} c(T)^{-\frac{1}{2}-\beta} \operatorname{det}(T)^{\frac{k-1+\beta}{2}} .
$$

Proof. The first assertion follows by substituting the bound (50) into Theorem 1.1 and using the duplication formula for the Gamma function. For the second assertion, we note that for any $T \in \Lambda_{2}$ we have $[T] \in H\left(d M^{2} ; L\right)$ where we put $L=c(T), d M^{2}=-\frac{4 \operatorname{det}(T)}{c(T)^{2}}$; now the second assertion follows from the first by dropping all but one term.
Remark 3.8. For $\Lambda \in \mathrm{Cl}_{d}(M)$, the analytic conductor of $\mathcal{A I}(\Lambda)$ is bounded by $|d| M^{2}$ [Roh94, (a2)]. As the analytic conductor of $\pi_{F}$ is $\asymp k^{2}$, the convexity bound gives $L\left(1 / 2, \pi_{F} \times \mathcal{A I}(\Lambda)\right)<_{\epsilon}$ $\left(k|d| M^{2}\right)^{1+\epsilon}$ and the Generalized Lindelöf hypothesis asserts that $L\left(1 / 2, \pi_{F} \times \mathcal{A} \mathcal{I}(\Lambda)\right)<_{\epsilon}\left(k|d| M^{2}\right)^{\epsilon}$. On the other hand, lower bounds for $L\left(1, \pi_{F}, \mathrm{Ad}\right)$ follow from good zero-free regions. In particular, it is known unconditionally (use [Bru06, Theorem 3] and functoriality) that there exists an absolute constant $A$ such that $L\left(1, \pi_{F}, \mathrm{Ad}\right) \gg k^{-A}$; under GRH we have $L\left(1, \pi_{F}, \mathrm{Ad}\right)>_{\epsilon} k^{-\epsilon}$. It follows from the above discussion that under GRH we may take $\alpha=\beta=0$ in (50).

### 3.4. Sup-norms of Siegel cusp forms.

3.4.1. Preparatory lemmas. The results in this subsection are implicitly or explicitly contained in [Blo15]. Let $Y=\left[\begin{array}{ll}x & \frac{y}{2} \\ \frac{y}{2} & z\end{array}\right] \in M_{2}(\mathbb{R})$. We say that $Y$ is Minkowski-reduced if the following holds

$$
|y| \leq x \leq z, \quad x \gg 1, \quad \operatorname{det} Y \asymp x z .
$$

Let $T=\left[\begin{array}{cc}a & \frac{b}{2} \\ \frac{b}{2} & c\end{array}\right] \in \Lambda_{2}$. Then $T Y$ is diagonalizable over $\mathbb{R}$ with positive eigenvalues; we shall denote them by $x_{1}, x_{2}$. We need some control over the counting function

$$
N_{Y}(\lambda, h)=\#\left\{T \in \Lambda_{2}: \lambda-h \leq x_{1}, x_{2} \leq \lambda+h\right\} .
$$

The first lemma provides a trivial bound.
Lemma 3.9. Assume that $Y$ is Minkowski-reduced. Then for $\lambda>0$ and $h>1$ we have

$$
N_{Y}(\lambda, h) \ll \frac{h^{2} \lambda}{(\operatorname{det} Y)^{\frac{3}{2}}} .
$$

Proof. For convenience, define $m=\lambda-h$ and $M=\lambda+h$. Then $x_{1}, x_{2}$ are the roots of the polynomial $X^{2}-\operatorname{Tr}(T Y) X+\operatorname{det}(T Y)$. In particular, if $m \leq x_{1}, x_{2} \leq M$ then it follows

$$
\begin{equation*}
2 m \leq x_{1}+x_{2}=\operatorname{Tr}(T Y)=a x+\frac{1}{2} b y+c z \leq 2 M \tag{51}
\end{equation*}
$$

and

$$
\begin{equation*}
m^{2} \leq x_{1} x_{2}=\operatorname{det}(T Y) \leq M^{2} \tag{52}
\end{equation*}
$$

From (51) we obtain

$$
\begin{equation*}
2 m-\frac{1}{2} b y-c z \leq a x \leq 2 M-\frac{1}{2} b y-c z . \tag{53}
\end{equation*}
$$

Since $c>0$, substituting (53) in (52), and using that $Y$ is Minkowski-reduced, we get

$$
c\left(2 M-\frac{b}{2} y-c z\right)-\frac{x}{4} b^{2} \geq \frac{\operatorname{det}(T) x}{4} \gg \frac{m^{2}}{z}
$$

Changing variables $\tilde{c}=c-\frac{x M}{\operatorname{det} Y}$ and $\tilde{b}=b+\frac{y M}{\operatorname{det} Y}$ we obtain

$$
\begin{equation*}
z \tilde{c}^{2}+\frac{x}{4} \tilde{b}^{2}+\frac{y}{2} \tilde{b} \tilde{c} \ll \frac{x M^{2}}{\operatorname{det} Y}-\frac{m^{2}}{z} \asymp \frac{M^{2}-m^{2}}{z} \tag{54}
\end{equation*}
$$

Completing the square,

$$
z\left(\tilde{c}+\frac{y}{4 z} \tilde{b}\right)^{2}+\frac{\operatorname{det} Y}{4 z} \tilde{b}^{2} \ll \frac{M^{2}-m^{2}}{z}
$$

and thus $\left|\tilde{c}+\frac{y}{4 z} \tilde{b}\right| \leq \frac{\sqrt{M^{2}-m^{2}}}{z},|\tilde{b}| \leq 2 \sqrt{\frac{M^{2}-m^{2}}{\operatorname{det}(Y)}}$. So there are $\ll \frac{M^{2}-m^{2}}{z \sqrt{\operatorname{det} Y}}$ choices for the pair ( $b, c$ ). For each choice of $(b, c)$, by (53) there are $\ll \frac{M-m}{x}$ choices for $a$, giving the desired bound.
Lemma 3.10 (Blomer, Lemma 4 of [Blo15]). Assume that $Y$ is Minkowski-reduced and that $h=O(\sqrt{k} \log k)$. Then

$$
N_{Y}\left(\frac{k}{4 \pi}, h\right) \ll \frac{k^{\frac{3}{2}+\epsilon}}{(\operatorname{det} Y)^{\frac{3}{4}}} .
$$

For $x>0$ and $k>0$ define

$$
g_{k}(x)=x^{\frac{k}{2}} \exp (-2 \pi x), \quad x_{k}=\frac{k}{4 \pi}
$$

Lemma 3.11. The function $g_{k}$ reaches its maximum at $x_{k}$, and for $k \gg 1$ we have
(1) if $\left|x-x_{k}\right| \geq \sqrt{k} \log (k)$ then $g_{k}(x) \ll k^{-100} g_{k}\left(x_{k}\right)$,
(2) if $x \geq 2 x_{k}$ then $g_{k}(x) \leq \exp \left(-\frac{\pi}{3}\left(x-x_{k}\right)\right) g_{k}\left(x_{k}\right)$.

Proof. The derivative of $\log \left(g_{k}\right)$ is given by $\frac{d}{d x} \log g_{k}(x)=2 \pi\left(\frac{x_{k}}{x}-1\right)$, thus $g_{k}$ increases from 0 to $x_{k}$ and decreases after this point, which establishes the first claim. To show (1), it suffices to bound $g_{k}\left(x_{k} \pm \sqrt{k} \log (k)\right)$. If $x=x_{k}-\sqrt{k} \log (k)$ then we have

$$
\begin{array}{r}
\frac{g_{k}(x)}{g_{k}\left(x_{k}\right)}=\exp \left(\frac{k}{2} \log \left(1-4 \pi \frac{\log (k)}{\sqrt{k}}\right)+2 \pi \sqrt{k} \log (k)\right) \\
\leq \exp \left(-4 \pi^{2}(\log k)^{2}\right)
\end{array}
$$

On the other hand if $x \geq x_{k}$ then we have

$$
\begin{aligned}
\log g_{k}(x) & =\log \left(g_{k}\left(\frac{x+x_{k}}{2}\right)\right)+2 \pi \int_{\frac{x+x_{k}}{2}}^{x}\left(\frac{x_{k}}{t}-1\right) d t \\
& \leq \log \left(g_{k}\left(x_{k}\right)\right)+2 \pi \int_{\frac{x+x_{k}}{2}}^{x} \frac{x_{k}-x}{x+x_{k}} d t \\
& =\log \left(g_{k}\left(x_{k}\right)\right)-\pi \frac{\left(x-x_{k}\right)^{2}}{x+x_{k}}
\end{aligned}
$$

Thus

$$
\begin{equation*}
g_{k}(x) \leq g_{k}\left(x_{k}\right) \exp \left(-\pi \frac{\left(x-x_{k}\right)^{2}}{x+x_{k}}\right) . \tag{55}
\end{equation*}
$$

In particular, for $x=x_{k}+\sqrt{k} \log (k)$, by (55) and using the fact that $\sqrt{k} \log (k) \leq \frac{2}{e} k$, we have

$$
g_{k}(x) \leq g_{k}\left(x_{k}\right) \exp \left(-\frac{4 \pi^{2} e}{e+8 \pi}(\log k)^{2}\right)
$$

This proves (1). Finally, if $x \geq 2 x_{k}$ then $\frac{x-x_{k}}{x+x_{k}} \geq \frac{1}{3}$ hence (55) gives (2).

### 3.4.2. Main result.

Theorem 3.12. Let $F \in S_{k}(\Gamma)$ be a Hecke eigenform that is not a Saito-Kurokawa lift and normalized so that $\|F\|_{2}=1$. Let $0 \leq \alpha$ and $0 \leq \beta \leq 1$, be constants such that the bound (50) holds for all $\Lambda \in \mathrm{Cl}_{d}(M)$ for all fundamental discriminants $d$ and positive integers $M$. Then for all $Z=X+i Y \in \mathbb{H}_{2}$ we have

$$
\left|(\operatorname{det} Y)^{\frac{k}{2}} F(Z)\right|<_{\epsilon} k^{\frac{5}{4}+\beta+\frac{\alpha}{2}+\epsilon}
$$

Proof. Write the Fourier expansion of $F$ and apply Corollary 3.7:

$$
\begin{aligned}
(\operatorname{det} Y)^{\frac{k}{2}} F(Z) & =(\operatorname{det} Y)^{\frac{k}{2}} \sum_{T \in \Lambda_{2}} a(F, T) e^{2 \pi i \operatorname{Tr}(T Z)} \\
& \ll \epsilon \frac{(4 \pi)^{k}}{\Gamma(k)} k^{\frac{1}{4}+\frac{\alpha}{2}+\epsilon} \sum_{T \in \Lambda_{2}} \frac{c(T)^{-\frac{1}{2}-\beta}}{\operatorname{det}(T)^{\frac{1}{2}-\frac{\beta}{2}-\epsilon}} \operatorname{det}(T Y)^{\frac{k}{2}} e^{-2 \pi \operatorname{Tr}(T Y)} .
\end{aligned}
$$

By Stirling's formula, we have

$$
\begin{equation*}
\frac{(4 \pi)^{k}}{\Gamma(k)} \asymp k^{\frac{1}{2}}\left(\frac{4 \pi e}{k}\right)^{k} \tag{56}
\end{equation*}
$$

We then proceed as in [Blo15]: the matrix $X=T Y$ is diagonalizable with positive eigenvalues $x_{1}, x_{2}$, and $\operatorname{det}(X)^{\frac{k}{2}} e^{-2 \pi \operatorname{Tr}(X)}=g_{k}\left(x_{1}\right) g_{k}\left(x_{2}\right)$. Let $\mathcal{X}_{0}$ be the set of matrices $T \in \Lambda_{2}$ such that $\frac{k}{4 \pi}-\sqrt{k} \log (k) \leq x_{1}, x_{2} \leq \frac{k}{4 \pi}+\sqrt{k} \log (k)$. For those matrices $T \in \mathcal{X}_{0}$, we have $\operatorname{det}(T) \asymp k^{2}(\operatorname{det} Y)^{-1}$ and thus by (56) and bounding $c(T) \geq 1$ trivially we have

$$
\frac{(4 \pi)^{k}}{\Gamma(k)} k^{\frac{1}{4}+\frac{\alpha}{2}+\epsilon} \frac{c(T)^{-\frac{1}{2}-\beta}}{\operatorname{det}(T)^{\frac{1}{2}-\frac{\beta}{2}-\epsilon}} \operatorname{det}(T Y)^{\frac{k}{2}} e^{-2 \pi \operatorname{Tr}(T Y)} \ll(\operatorname{det} Y)^{\frac{1}{2}-\frac{\beta}{2}} k^{-\frac{1}{4}+\beta+\frac{\alpha}{2}+\epsilon} .
$$

Furthermore, by Lemma 3.10, assuming (without loss of generality) that $Y$ is Minkowski-reduced, we have $\# \mathcal{X}_{0} \ll k^{\frac{3}{2}+\epsilon}(\operatorname{det} Y)^{-\frac{3}{4}}$ such matrices $T$, and thus we get a contribution

$$
(\operatorname{det} Y)^{\frac{k}{2}} \sum_{T \in \mathcal{X}_{0}} a(F, T) e^{2 \pi i \operatorname{Tr}(T Z)}<_{\epsilon}(\operatorname{det} Y)^{-\frac{1}{4}-\frac{\beta}{2}} k^{\frac{5}{4}+\beta+\frac{\alpha}{2}+\epsilon} .
$$

Now for $j>0$, let $\mathcal{X}_{j}$ be the set of matrices $T \in \Lambda_{2}$ such that $0<x_{1}, x_{2} \leq(j+1) \frac{k}{4 \pi}$ and $T \notin \bigcup_{i=0}^{j-1} \mathcal{X}_{i}$. Then combining Lemma 3.9, part (1) of Lemma 3.11 and (56) we get

$$
(\operatorname{det} Y)^{\frac{k}{2}} \sum_{T \in \mathcal{X}_{1}} a(F, T) e^{2 \pi i \operatorname{Tr}(T Z)} \ll k^{-50}(\operatorname{det} Y)^{-\frac{3}{2}}
$$

Finally, for $j \geq 2$, combining Lemma 3.9, part (2) of Lemma 3.11 and (56) we get

$$
(\operatorname{det} Y)^{\frac{k}{2}} \sum_{T \in \mathcal{X}_{j}} a(F, T) e^{2 \pi i \operatorname{Tr}(T Z)} \ll \exp \left(-\frac{j k}{13}\right)(\operatorname{det} Y)^{-\frac{3}{2}},
$$

and thus

$$
(\operatorname{det} Y)^{\frac{k}{2}} F(Z)=(\operatorname{det} Y)^{\frac{k}{2}} \sum_{j \geq 0} \sum_{T \in \mathcal{X}_{j}} a(F, T) e^{2 \pi i \operatorname{Tr}(T Z)} \lll<(\operatorname{det} Y)^{-\frac{1}{4}-\frac{\beta}{2}-\epsilon} k^{\frac{5}{4}+\beta+\frac{\alpha}{2}+\epsilon} \ll k^{\frac{5}{4}+\beta+\frac{\alpha}{2}+\epsilon .}
$$
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[^0]:    ${ }^{1}$ The lower bound of $k^{\frac{1}{4}-\epsilon}$ is obtained high in the cusp. A variant of the sup-norm problem focusses not on global bounds but on bounds over a fixed compact set $\Omega$ where it is an open problem to improve upon the exponent $1 / 4$. Indeed, the much stronger upper bound $\left\|\left.y^{k / 2} f\right|_{\Omega}\right\|_{\infty}<_{\epsilon} k^{\epsilon}$ is expected to hold.

[^1]:    ${ }^{2}$ Recall that an integer $n$ is a fundamental discriminant if either $n$ is a squarefree integer congruent to 1 modulo 4 or $n=4 m$ where $m$ is a squarefree integer congruent to 2 or 3 modulo 4 .
    ${ }^{3}$ See also [PS22, Theorem 5.1.6] for an extension to the case of Saito-Kurokawa lifts with square-free level, where the dependence of the implied constant on $F$ is not made explicit.

[^2]:    ${ }^{4}$ Strictly speaking, all we need is GLH and a sufficiently strong zero-free region for $L(s, \pi, \mathrm{Ad})$.
    ${ }^{5}$ A key point here is that for Saito-Kurokawa lifts $F, a(F, S)$ depends only on $c(S)$ and $\operatorname{det}(S)$, and so for the corresponding sum in the case of the Saito-Kurokawa lifts all terms on the left side are equal. This is not true for non-Saito-Kurokawa lifts.
    ${ }^{6}$ This is a special case of Conjecture 1.1 of [DK22] and is supported by heuristics of the Bergman kernel as well as the fact that one can prove a lower bound of $k^{3 / 4-\epsilon}$ for many non-lifts using a method similar to [Blo15, Theorem 1].

