
Association schemes

1 The definition

The origins of association schemes lie in statistics, in the work of R. C. Bose
and his co-workers. The subject has close connections with permutation groups
(D. G. Higman, B. Weisfeiler), coding theory (P. Delsarte), and even knot theory
(F. Jaeger).

Combinatorially, an association scheme is a set{C0,C1, . . . ,Cr} of binary re-
lations on a setΩ (that is, subsets of the setΩ2 of ordered pairs of elements ofΩ),
satisfying the following four conditions:

(AS1){C0,C1, . . . ,Cr} is a partition ofΩ2.

(AS2)C0 is the diagonal{(x,x) : x∈Ω} of Ω2.

(AS3) For i = 0, . . . , r, the relationCi is symmetric, that is,(x,y) ∈ Ci implies
(y,x) ∈Ci .

(AS4) Giveni, j,k∈ {0, . . . , r} and(x,y) ∈Ck, the number of pointsz∈ Ω such
that(x,z) ∈Ci and(z,y) ∈Cj depends only oni, j,k, not onx,y. (We write
this number aspk

i j .)

The relationsC0, . . . ,Cr are theassociate classesof the scheme; two pointsx
andy areith associates if(x,y) ∈Ci .

A binary relationC onΩ can be represented by a zero-one matrix whose rows
and columns are indexed byΩ, having(x,y) entry 1 if (x,y) ∈C, and 0 otherwise.
If we translate the relations of an association scheme into matrices in this way, we
obtain zero-one matricesA0, . . . ,Ar satisfying the following conditions:

(AS1)A0 + · · ·+Ar = J, whereJ is the all-1 matrix.

(AS2)A0 = I , whereI is the identity matrix.

(AS3) For alli, A>i = Ai .

(AS4) There are numberspk
i j such that

AiA j =
r

∑
k=0

pk
i j Ak,

in other words, the span ofA0, . . . ,Ar is an algebra.
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This is often taken as the definition of an association scheme. The algebra
referred to in (AS4) is theBose–Mesner algebraof the scheme.

There are many good references to association schemes; books on the topic
include Bannai and Ito [3], Brauer, Cohen and Neumaier [5], Godsil [8], and
Bailey [2].

2 Examples

There are many examples of association schemes. For example, a graph is called
strongly regularif the relations of equality, adjacency and non-adjacency form an
association scheme. Many such graphs exist, and there are extensive catalogues.

TheJohnson scheme J(v,k) has as points thek-element subsets of av-element
set, wherek≤ 1

2v; two points areith associates if they intersect ink− i points.
The Hamming scheme H(n,q) has as points alln-tuples over an alphabet of

cardinalityq; two points areith associates if they agree inn− i positions.
Delsarte [7] gave a detailed treatment of subsets of association schemes; his

results for Hamming and Johnson schemes have important applications in coding
theory and design theory respectively.

Thecyclotomic scheme C(q, r), wherer dividesq−1(and the quotient is even
if q is odd) has as points the elements of the finite field GF(q). Numbering the
cosets of the subgroup of order(q−1)/r in the multiplicative group of the field
asK1, . . . ,Kr , with K0 = {0}, the pointsx andy areith associates ifx−y∈ Ki .

Many other examples are derived from permutation groups, as described be-
low.

One final example is therectangularassociation scheme, whose points are
the cells of anm×n grid; the associate classes are “equal”, “same row”, “same
column”, and “other”.

3 Permutation groups

A permutation groupG acting on a setΩ is said to begenerously transitiveif,
given any two elementsx andy of Ω, there is a permutationg in G which inter-
changesx andy.In particular, we see that a generously transitive group is transi-
tive.

There is a natural action ofG on the setΩ2; soΩ2 is partitioned into orbits of
G.The generous transitivity now guarantees that the orbit partition satisfies (AS2)
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and (AS3). The fact that the parts are orbits guarantees that (AS4) also holds: for,
if (x,y),(x′,y′) ∈Ck, whereCk is a part of the partition, then there existsg ∈ G
mapping(x,y) to (x′,y′); ten g maps the set{z : (x,z) ∈ Ci ,(z,y) ∈ Cj} to the
corresponding set involvingx′ andy′, so the numbers of such points are equal.

Thus, every generously transitive group gives rise in a natural way to an asso-
ciation scheme.There are very many examples of such groups!

Weaker conditions than generous transitivity suffice for a permutation group
to act on an association scheme; it is necessary to take unions of orbits as associate
classes. This is explored in [1].More background on permutation groups can be
found in [6].

4 The Bose–Mesner algebra

If the product of two real symmetric matrices is symmetric, the matrices com-
mute. Hence the Bose–Mesner algebra is commutative. The spectral theorem
for real symmetric matrices implies that the basis matrices can be simultaneously
diagonalised by an orthogonal transformation.. That is, there is an expression

R
Ω = V0⊕·· ·⊕Vr

of RΩ as a direct sum of orthogonal subspaces such that each basis matrix as a
scalar on eachVi . The subspacesVi are thestrata.

Let Ei be the orthogonal projection onto the subspaceVi . Then the matrices
E0, . . . ,Er form an alternative basis for the Bose–Mesner algebra, consisting of
pairwise orthogonal idempotents. IfAi = ∑Pi( j)E j , then the numbersPi( j) , for
j = 0, . . . , r, are the eigenvalues ofAi . (ThusPi is a character of the algebra.)

The dimensions of the subspacesVi (that is, the ranks of theEi) are algebraic
functions of the combinatorial parameterspk

i j . The fact that they are positive inte-
gers gives necessary conditions (theintegrality conditions) for the existence of an
association scheme with specified parameters.

Further necessary conditions can be derived from the fact that the Bose–Mesner
algebra is closed under pointwise (Hadamard) product, since it has a basis of zero-
one matrices. The Hadamard productEi ◦E j of idempotents is positive semi-
definite, so its eigenvalues (which can be computed) are non-negative.
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5 Partial balance

An incomplete-block design is said to bepartially balancedwith respect to an
association scheme on the set of points if the number of blocks incident with two
pointsx andy depends only on the associate class containing the pair(x,y). Such
a design is called a PBIBD for short.

Partially balanced designs were introduced by Bose and Nair [4]. They have
many of the advantages of BIBDs but, unlike the latter, are not bound by Fisher’s
Inequality asserting that there must be at least as many blocks as treatments. We
cannot describe here in detail the uses of partially balanced incomplete-block de-
signs in statistics – see Bailey [2] for this. We mention two types of examples of
such designs.

A 2-design (balanced incomplete-block design) is said to bequasi-symmetric
if the number of points incident with two distinct blocks takes just two different
values. See [11] for a survey of such designs. Now the dual of a quasi-symmetric
BIBD is a PBIBD with respect to an association scheme on the set of blocks,
where the associate classes are defined by the sizes of the intersections of the
blocks.

Let G be a generously transitive permutation group onΩ, andH an intransitive
subgroup ofG. Taking blocks to be the translates of any union of orbits ofH, we
obtain a design which is partially balanced with respect to the association scheme
defined by the orbits ofG.

6 Coherent configurations

If G is an arbitrary permutation group onΩ (not necessarily generously transitive),
then the orbits ofG on Ω2 form a partition, which satisfies conditions (AS1) and
(AS4), but only weaker versions of the other two conditions. To model this situ-
ation, acoherent configurationis defined to be a setC0, . . . ,Cr of binary relations
on Ω satisfying the following conditions:

(CC1){C0,C1, . . . ,Cr} is a partition ofΩ2.

(CC2) The diagonal{(x,x) : x∈Ω} of Ω2 is the union of a subset of{C0, . . . ,Cr}.

(CC3) Fori = 0, . . . , r, there existsj such that{(y,x) : (x,y) ∈Ci}= Cj .
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(CC4) Giveni, j,k∈ {0, . . . , r} and(x,y) ∈Ck, the number of pointsz∈Ω such
that (x,z) ∈Ci and(z,y) ∈Cj depends only oni, j,k, not onx,y. (This is
identical with (AS4).)

Thus, the orbits of any permutation group form a coherent configuration. The
last condition again implies that the matrices of the relations span an algebra,
called thebasis algebraof the configuration. Unlike for association schemes,
this algebra is not in general commutative, so its representation theory is more
complicated.

A coherent configuration ishomogeneousif, in place of (CC2), it satisfies the
stronger condition (AS2). Thus, the orbits of a transitive permutation group form a
homogeneous coherent configuration. Hanaki and Miyamoto [9] have determined
all homogeneous coherent configurations on up to 30 points.

A completely different generalisation of association schemes has been pro-
posed in statistics, where symmetry of the matrices is more important than clo-
sure under multiplication. The set of real symmetric matrices is closed under the
operation ofJordan product A∗B= 1

2(AB+BA). Thus, aJordan schemeis a parti-
tion of Ω2 satisfying (AS1)–(AS3), but with (AS4) (closure under multiplication)
replaced by closure under Jordan product. Then the span of the basis matrices
is a Jordan algebra, and we must use the structure theory for these, rather than
associative algebras. See [10].
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