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Symmetric Tensors
T is an n X ... X n symmetric tensor with elements in R if
——
d times

T;

1i2e. 0y

- 7_’.“1’.02“".%

for all permutations o of {1,2,...,d}. Notation: T € S(R").
Example (d = 2)

Ty T o Ty,

Tio T - Ty
T =

Tln T2n 7—nn

Example (n = 3,d = 3)

T Tu2  Tus Tz Tz Tizs Tz Tz Tiss
T=|Tue T2 Tin],| Tz Toz Tos|,| Tz Tz Tz
Tz Tz Tizs Tz Tz Tos3 Tizz Tz Tas3

T1.. To.. T3..



Symmetric Tensors and Polynomials

An equivalent way of representing a symmetric tensor T € S9(R")
is by a homogeneous polynomial fr € R[xy, ..., x,] of degree d.

Example (d = 2)
In the case of matrices,

fr(xt, ..., Xn) = x| Tx

Tiu T -+ Tin X1
Tio T3 -+ Ty X2
pr— (Xl X2 .« .. Xn) : .
Tin Ton -+ Tan Xn



Symmetric Tensors and Polynomials
For general T € S9(R"),

fr(xi, ..., xn) = Z i Xiy - Xiy

i1yeesig=1



Symmetric Tensors and Polynomials
For general T € S9(R"),

n
d._
fr(xi, e, xn) =T - x% = g Ty iy Xiy - Xi,
=1
1 .
= § <j > ...1...n...nX{---X¥;n
]_,..., \ \-v—’
Attin= Jl Jn
_ . ! J
= E Ujy, . jaXit .

ji+tin=d

Example (n = 3,d = 2)

For 3 x 3 matrices,

fT(X13X2aX3) = Z 7—i1f2Xi1Xi2
i1,ir=1
= Tll X12 —+ 2T12 X1X2 —+ 2T13 X1X3 —+ T22 X22 + 2T23 X2X3 + T33 X??.
~—~ N~ N~ ~— N~~~ ~—~

U2,0,0 ui10 u1,0,1 Up,2,0 Uo,1,1 Uo,0,2



Symmetric Tensor Decomposition

A symmetric decomposition of a symmetric tensor T € SY(R") is

,
T = Z /\,'V,-®d.
i=1
If fr € R[xq, ..., x,] is the corresponding polynomial, then

r r
fT(Xla "'7Xn) = Z)\,’(Vi . X)d = Z)\;(V,‘;[Xl =+ Vioxo + -+ - + V,-,,X,,)d.
i=1 i=1

The smallest r for which such a decomposition exists is the symmetric
rank of T.



Orthogonal Tensor Decomposition

An orthogonal symmetric decomposition of a symmetric tensor
T € S4(R") is a decomposition

r r
T = Z )\,-vl_®d with corresponding fr = Z Ai(vi - x)?
=1 i=1
such that the vectors vy, ..., v, € R" are orthonormal. In particular,
r <n.

Definition
A tensor T € S9(R") is orthogonally decomposable, or odeco, if it has an
orthogonal decomposition.



Examples

1. All symmetric matrices are odeco: by the spectral theorem

e T M - v -
T=VIAV=v - v,
| A |— Vo —

n n
S E )\,'V,'V,-T: E )\,'V,®2,
i=1 i=1

where vy, ..., v, is an orthonormal basis of eigenvectors.

2. The Fermat polynomial: If v; = ¢;, for i = 1,..., n, then

Fr(xty oo Xn) = X8 + x84+ +x7,

T=el+ el 4 +e2



An Application: Exchangeable Single Topic Models

Pick a topic h € {1,2,..., k} with distribution (ws, ..., wx) € Ag_1. Given
h=j, x1,...,xq are i.i.d random variables taking values in {1,2, ..., n}
with distribution p; = (1)1, ..., itjn) € Ap—1.



An Application: Exchangeable Single Topic Models

Pick a topic h € {1,2,..., k} with distribution (ws, ..., wx) € Ag_1. Given
h=j, x1,...,xq are i.i.d random variables taking values in {1,2, ..., n}
with dlstrlbutlon 1 = (Hj15 -, fjn) € Dp_1.

Then, the joint distribution of xy,...,Xxg isan n X n X -+- X n symmetric
N—————’

d times
tensor T € S9(R") whose entries sum to 1. Moreover,

T=Y Ph=jP(alh=j) @ @P(xglh=j) = Zw,u,



An Application: Exchangeable Single Topic Models

Pick a topic h € {1,2,..., k} with distribution (ws, ..., wx) € Ag_1. Given
h=j, x1,...,xq are i.i.d random variables taking values in {1,2, ..., n}
with distribution p; = (1)1, ..., itjn) € Ap—1.

Then, the joint distribution of xy,...,Xxg isan n X n X -+- X n symmetric
N—————’

d times
tensor T € S9(R") whose entries sum to 1. Moreover,

T=Y Ph=jP(alh=j) @ @P(xglh=j) = Zw,u,

Given T, to recover the parameters w, i, use a transformation T — T,y
and decompose T,y [Anandkumar et al.].



Eigenvectors of Tensors
Consider a symmetric tensor T € S9(R™).

Example (d = 2)

T is an n x n matrix and w € C" is an eigenvector if

Tw = Z;:l T,'JWJ' = \w.

Example (d = 3)

T isan n x nx ntensor and w € C" is an eigenvector if

2 ._ n . . —



Eigenvectors of Symmetric Tensors
Definition

» Given a symmetric tensor T € S(R"), an eigenvector of T with
eigenvalue X is a vector w € C" such that

iayig=1

d—1 . n
Tw = Z 7-";"2’~~~;’.dW"2"'W"d = Aw.

Two eigenvector-eigenvalue pairs (w, A) and (w’, \') are equivalent
if there exists t € C \ {0} such that t=2\ = X’ and tw = w'.

» For the corresponding fr € R[xy, ..., xn], w € C" is an eigenvector
with eigenvalue X if
Vir(w) = diw.



Eigenvectors of Symmetric Tensors
Definition

» Given a symmetric tensor T € S(R"), an eigenvector of T with
eigenvalue X is a vector w € C" such that

iayig=1

d—1 . n
Tw = Z TI',I'27~~,I'dWI'2"'WI'd = Aw.

Two eigenvector-eigenvalue pairs (w, A) and (w’, \') are equivalent
if there exists t € C \ {0} such that t=2\ = X’ and tw = w'.

» For the corresponding fr € R[xy, ..., xn], w € C" is an eigenvector
with eigenvalue X if
Vir(w) = diw.

Therefore, the eigenvectors of f are given by the vanishing of the

2 x 2 minors of the matrix [V f7(x)|x].



Eigenvectors of Symmetric Tensors

Example
Let d =2 and T be an n X n symmetric matrix. Then

fr(xi,...,xn) = g Tiixix;.
i

Thus,
2(3°1 Taixi)
2(311 Taixi)
Vir(xi,...,xn) = . =2Tx.

2(3i Taixi)

So, x is an eigenvector with eigenvalue X if and only if Vfr(x) = 2Ax.



Eigenvectors of Symmetric Tensors

Example

Let
T =e®+ e+ e and fr(x,y,z) = x> +y* + 2.

Then, (x,y,z)7 is an eigenvector of fr if and only if the 2 x 2 minors of

X 3x? x
the matrix |Vf y| = [3y? y| vanish. Therefore,
z 322 z

X2y —xy? =x’z—xz> = y’z — yz* = 0.
This is equivalent to

xy(x —y) =xz(x - z) = yz(y — 2) = 0.
The solutions are (up to scaling):

{(17 0’ 0)’ (07 1’ 0)’ (07 07 1)’ (17 17 0)’ (1’07 1)’ (07 17 1)7 (1’ 1’ 1)}'



Eigenvectors of Odeco Tensors

If T = 27:1 )\,-v,-®d is an odeco tensor, i.e. v, ..., Vv, are
orthonormal, then the vectors v, k =1, ..., n are eigenvectors of T
with corresponding eigenvalues Ak, k =1,....n:

n
d—1 § : d-1
TVk = A,‘V,‘(Vk . V,') = )\kvk.
i=1



Eigenvectors of Odeco Tensors

If T = 27:1 )\,-v,-®d is an odeco tensor, i.e. v, ..., Vv, are
orthonormal, then the vectors v, k =1, ..., n are eigenvectors of T
with corresponding eigenvalues Ak, k =1,....n:

n
d—1 § : d-1
TVk = A,‘V,‘(Vk . V,') = )\kvk.
i=1

> Is there an easy way of finding these vectors, i.e. finding the
orthogonal decomposition of an odeco tensor?



Eigenvectors of Odeco Tensors

If T = 27:1 )\,-v,-®d is an odeco tensor, i.e. v, ..., Vv, are
orthonormal, then the vectors v, k =1, ..., n are eigenvectors of T
with corresponding eigenvalues Ak, k =1,....n:

n
d—1 § : d-1
TVk = A,‘V,‘(Vk . V,') = )\kvk.
i=1

> Is there an easy way of finding these vectors, i.e. finding the
orthogonal decomposition of an odeco tensor?

> Are these all of the eigenvectors of an odeco tensor?



Robust Eigenvectors

Definition

A unit vector u € R" is a robust eigenvector of a tensor T € S9(R") if
there exists € > 0 such that for all § € B.(u) = {v" : ||u — V|| < €},
repeated iteration of the map

T69-!
0 — m, (1)

starting from 6 converges to u.

Theorem (Anandkumar et al.)

Let T have an orthogonal decomposition T = Zf;l )\,-v,®d with
Vi,...,Vx orthonormal, and assume that A\1,..., A\ > 0.

1. The set of 8 € R" which do not converge to some v; under repeated
iteration of (1) has measure 0.

2. The set of robust eigenvectors of T is equal to {vi,va, ..., vk }.



The Tensor Power Method
Algorithm

Input: An odeco tensor T.
Output: An orthogonal representation of T.

Repeat
Find v; < power method output starting from a random v € R".
Recover \; = T - v¢.
T« T— v

Return vi, ..., vk and Aq, ..., k.

The tensor power method consists of repeated iteration of the map

Tud-1
|_> -
AIE TR

or equivalently,
i Vi)
IVF(u)l|



The Number of Eigenvectors of a Tensor

Recall: Given a tensor T € S9(C") with corresponding polynomial fr,
the eigenvectors x € C" are the solutions to the equations given by the
2 x 2 minors of the matrix

[Vf-r(x)|x] .

Theorem (Sturmfels and Cartwright)

If a tensor T € S9(C") has finitely many eigenvectors, then their number
. (d—1)"—1
R B R



Eigenvectors of Odeco Tensors

Odeco tensors are nice because we can characterize all of their eigenvectors.

Theorem

Let T € S9(C") be an odeco tensor with d >3 and T =37, A

% eigenvectors. Explicitly, they are

v®9, Then, T has

(e

X1
1

—2

__1_
=20 Ve FmALG) Vo) o Ay Valk):

Xn

where k =1,...,n, n2,...,nk are (d — 2)-nd roots of unity and o is a permutation on

{1,...,n}.



Eigenvectors of Odeco Tensors

Example (d =3,n=3)
Let
T = e1®3+e§93+e3@3.

Then, V =1, the identity matrix and the eigenvectors of T are:

k=1 (1:0:0)7,(0:1:0)7,(0:0:1)7
k=2 (1:1:0)7,(1:0:1)7,(0:1:1)7
k=3 (1:1:1)".



The Set of Odeco Tensors

» Parametric representation:
The set of orthogonally decomposable tensors can be parametrized
by R” x O,(R):

n
AV Y v
i=1
> Implicit representation:

The set of orthogonally decomposable tensors can also be
represented as the solutions to a set of equations.

Definition
The odeco variety is the set of all odeco tensors in S9(R").

Goal: find equations defining this variety.



The Odeco Variety

Let T € SY(R"). For g =1,...,d, consider the tensor T xq T € S2(SY~1(R")).



The Odeco Variety

Let T € SY(R"). For g =1,...,d, consider the tensor T xq T € S2(S9~1(R")). Let
F be the set of equations defining by the condition

Txq T € S2E-D(R).

Theorem (Boralevi,Draisma,Horobet,R.)

The odeco variety is equal to zero set of F for every n.

Conjecture
The ideal defined by F is prime.



Odeco Tensors as Algebras

Let T € S3(R") be a symmetric tensor of order 3. Let V+ = R” be equipped with a
positive definite inner product (-|-). Then, V has the structure of an algebra via the
product

VT X VT — VT
(va)'_)x*y = T(Xv.yv')'

The inner product is compatible with the product in the sense that
(x*ylz) = T(x,y,2) = (zx x|y).
And the product is commutative
X*xy =y*X.
Theorem (Boralevi,Draisma,Horobet,R.)
The tensor T is odeco if and only if (V, %) is associative, i.e.

x*(y*z)=(xxy)*z



Nonsymmetric Tensor Decomposition

Lt TER"QR"®---@R" = (R")®?. A decomposition of T is an
expression of the form

TziA,-a,-@b,-@C;@'-'.

i=1

Atensor T € R"® --- ® R" is orthogonally decomposable, or odeco, if
we can decompose it as

T=Y Na®bocga: -,
i=1

so that ay,...,a, € R" are orthonormal, by, ..., b, € R" are orthonormal,
C1,...,Cn € R" are orthonormal, etc.



Nonsymmetric Odeco Tensors

Example

1. f T e R"®@R" is a matrix, then T has singular value decomposition
k k
T=UzVv' = ZU,’U,‘V,-T = ZO’,‘U,’ & v,
i=1 i=1
where uq, ..., ux are orthonormal and vy, ..., vk are orthonormal.
2. Thetensor T e R"® --- ® R" given by
n
T:Z/\;e;@)ei@'“@ei
i=1

is odeco.



Singular Vector Tuples

Example

Given a matrix T € R" @ R", (u, v) is a singular vector tuple of T if
there exists A such that

Tu = ZJ TUUJ = )\v and TTV — Zi TijV,‘ — .



Singular Vector Tuples

Example

Given a matrix T € R" @ R", (u, v) is a singular vector tuple of T if
there exists A such that

Tu = ZJ TUUJ = )\v and TTV — Zi TijV,‘ — .
Definition
Given a tensor T € R"® --- ® R" a singular vector tuple is a d-tuple
(X1, yxq) € C" x -+ x C" such that for every 1 < k < d,
T(X15 0oy Xk—15 5 Xkt 1y -+ » Xd) = AXk,

for some A € C.



Example

1. If T € R" ®R" is a generic matrix with singular value decomposition
n
T=UzvT = ZO’,’U,’V,—T,
i=1

(u1,v1), ..., (un, va) are all of the singular vector pairs of T.
2. Let T e R"®@R" ® R" be odeco with

n
T= Z)\,-a,-®b,-®c,-.
i=1

Then, (a1, b1,c1),- .., (an, b, cn) are singular vector triples, but there are many
more additional ones.



Tensor Power Method for Nonsymmetric Odeco Tensors

Start with odeco T =) \ja; ® b; ® ¢;.
While T # 0 repeat
Choose x(0) y(0) 7(0) ¢ R,

For i from 1 to N repeat
XUi+1) — T(.’y(f)’ z(l‘))
YU+ = T(x(i), .’z(f))

A0 ()0 ).

End for
Find
A= T(X(N),y(N),z(N)).
Set
T=T-xxMgyM g
End while

Lemma
With probability 1 the tensor power method converges to one of the (a;, b;, ¢;). And
each of them has a positive probability of happening.



Singular Vectors of Odeco Tensors

Theorem
Let TER"®---®R" be odeco with decomposition T = 27:1 ANiai @b ®ci® .
Let A=( a1 ‘ an ‘ ~olan ), B=( bt ‘ by ‘ -+ |bn ), etc, so that A, B, C,...
are orthogonal matrices. Then, the singular vector tuples of T are given as follows:
Type |
o ] [ a1 [ s ]
AT AL -
Vg g g
x12m2X, 477 X22meA, 77 X322 A, 77
A 1 |,B 1 ],c ],
X1k, 7 Xk, 77 X3k, 77
0 0 0
L 0 ] L 0 ] L 0 ]
where 1 < k < n, xjj is a 2-nd root of unity, n; is a (d — 2)-nd root of unity, up
to permutation.
Type Il

(Ax1,Bx2,...,Cx3,...),

where the matrix X = (x;;);j has at least two zeros in each column and no row is
identical to 0.



The Set of Odeco Tensors

Definition
The odeco variety is the Zariski closure of the set of all odeco tensors in R"® - -- @ R".

Forg=1,...,d consider T#, T € S’(R" @ --- @ R"-1 Q R"+1 @ - .- @ R").



The Set of Odeco Tensors

Definition
The odeco variety is the Zariski closure of the set of all odeco tensors in R"® - -- @ R".

Forg=1,...,d consider T#, T € S’(R" @ --- @ R"-1 Q R"+1 @ - .- @ R").
Let F be the deal defined by the condition that for every g =1,...,d

Txg T E€SERM)® - @ S2(R%-1) ® S2(R™+1) ® - -- ® S?(R™).
Theorem (Boralevi, Draisma, Horobet, R.)
The set of orthogonally decomposable tensors equals V(F).

Conjecture
The ideal F is prime.



Decomposing Tensors into Frames

A general tensor T € SY(R") has rank |1 (n+2_1”'

An odeco tensor T =7, )\[vi®d has rank n.
Question: How to enlarge the set of odeco tensors to contain tensors of higher ranks?

Idea: Let V := (v17 S 7v,) € (R")" be a finite unit norm tight frame , i.e.

WT =2l and |v|P=1j=1,..,r
n



Decomposing Tensors into Frames

A general tensor T € S(R") has rank \_%(nJrZ_l)J'

An odeco tensor T =7, )\/vl.®d has rank n.

Question: How to enlarge the set of odeco tensors to contain tensors of higher ranks?
Idea: Let V := (v17 S 7v,) € (R")" be a finite unit norm tight frame , i.e.
r .
wT =—1, and ij||2 =1,j=1,..,r.
n

A tensor T € SY(R") is frame decomposable (or fradeco) if it can be written as

.

d

T=> P,
i=1

where (vi,...,v,) form a finite unit norm tight frame.



Finite Unit Norm Tight Frames

Examples

» The Mercedes Benz Frame V = <




The tensor power method

Conjecture
Letr=n+1and T = Z;’;rll )\jvj®d with A1, ..., Ap41 > 0. Then, vy, ..., v,y are the
robust eigenvectors of T, so they are found by the tensor power method.

Example (The Mercedes Benz Frame)

Nn®  [(v\® w3\ ®
Let T = (1) +1 2 + 2 . The dynamics of the power method looks
2

2
like this




The tensor power method

Example
Let n=2,r =4,d =5 and consider the tensor

) @70 ()

1\ . . .
where a > 6. The vector o) isan eigenvector, but none of the other eigenvectors

are real. Therefore, the frame decomposition of T cannot be recovered from its
eigenvectors.
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